
Computational Homology
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Abstract Definition of Homology

A free chain complex C = {(Ck, ∂k) | k ∈ Z} consists of free abelian

groups Ck, called chains and group homomorphisms ∂k : Ck →
Ck−1, called boundary operators, satisfying

∂k ◦ ∂k+1 = 0

for all k ∈ Z
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A free chain complex C = {(Ck, ∂k) | k ∈ Z} consists of free abelian

groups Ck, called chains and group homomorphisms ∂k : Ck →
Ck−1, called boundary operators, satisfying

∂k ◦ ∂k+1 = 0

for all k ∈ Z

The cycles of C are

Zk := ker ∂k = {z ∈ Ck | ∂kz = 0}
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A free chain complex C = {(Ck, ∂k) | k ∈ Z} consists of free abelian

groups Ck, called chains and group homomorphisms ∂k : Ck →
Ck−1, called boundary operators, satisfying

∂k ◦ ∂k+1 = 0

for all k ∈ Z

The cycles of C are

Zk := ker ∂k = {z ∈ Ck | ∂kz = 0}

The boundaries of C are

Bk := im ∂k =
{
b ∈ Ck | there exists c ∈ Ck+1 such that ∂kc = b

}
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A free chain complex C = {(Ck, ∂k) | k ∈ Z} consists of free abelian
groups Ck, called chains and group homomorphisms ∂k : Ck →
Ck−1, called boundary operators, satisfying

∂k ◦ ∂k+1 = 0

for all k ∈ Z

The cycles of C are

Zk := ker ∂k = {z ∈ Ck | ∂kz = 0}
The boundaries of C are

Bk := im ∂k =
{
b ∈ Ck | there exists c ∈ Ck+1 such that ∂kc = b

}
The homology groups of C are

Hk := Zk/Bk
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Computing Homology

function homologyGroupOfChainComplex( array[ 0 : ] of matrix D)

array[ −1 : ] of matrix V, W;

for k := 0 to lastIndex(D) do

(W[k], V[k− 1]) := kernelImage(D[k]);

endfor;

V[lastIndex(D)] := 0;

array[ 0 : ] of list H;

for k := 0 to lastIndex(D) do

H[k] := quotientGroup(W[k], V[k]);

endfor;

return H;
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function kernelImage(matrix D)
m := numberOfRows(D);
n := numberOfColumns(D);
DT := transpose(D);
(B, P, P̄, k) := rowEchelon(DT);
BT := transpose(B);
PT := transpose(P);
return (PT[1 : n, k+ 1 : n], BT[1 : m,1 : k]);

P is invertible Q =
k


∗ ∗ ∗

∗ ∗
∗

0


B = PDT implies imBT = imD

BT (PT )−1 = D implies
{
PTej | j = k+ 1, . . . , n

}
= kerD.
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Cubical Sets

An elementary interval I is an interval in R of the form

I = [l, l+ 1] or I = [l, l] = [l] where l ∈ Z
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Cubical Sets

An elementary interval I is an interval in R of the form

I = [l, l+ 1] or I = [l, l] = [l] where l ∈ Z

An elementary cube Q is a finite product of elementary intervals

Q = I1 × I2 × · · · × Id ⊂ Rd

The dimension, dim(Q) is the number of nondegenerate compo-

nents of Q.
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Cubical Sets

An elementary interval I is an interval in R of the form

I = [l, l+ 1] or I = [l, l] = [l] where l ∈ Z
An elementary cube Q is a finite product of elementary intervals

Q = I1 × I2 × · · · × Id ⊂ Rd

The dimension, dim(Q) is the number of nondegenerate compo-
nents of Q.

Let K denote the set of all elementary cubes.

A set X ⊂ Rd is cubical if it can be written as a finite union of
elementary cubes. If X is cubical, let

K(X) := {Q ∈ K | Q ⊂ X}
Kk(X) := {Q ∈ K(X) | dimQ = k}

10



Cubical Approximations
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Cubical Chain Complex

Let X be a cubical set. The set of elementary k-chains of X is

K̂k(X) :=
{
Q̂ | Q ∈ Kk(X)

}
The cubical k-chains of X, denoted by Ck(X), is the free abelian

group generated by K̂k(X).

A k-chain has the form

c =
m∑
i=1

αiQ̂i αi ∈ Z
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Cubical Chain Complex

Let X be a cubical set. The set of elementary k-chains of X is

K̂k(X) :=
{
Q̂ | Q ∈ Kk(X)

}
The cubical k-chains of X, denoted by Ck(X), is the free abelian

group generated by K̂k(X).

A k-chain has the form

c =
m∑
i=1

αiQ̂i αi ∈ Z

The support of c is

|c| =
⋃

αi 6=0

Qi
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Products of Cubical Chains

Let X be a cubical set. Let c =
∑m
i=1αiQ̂i and c′ =

∑m
i=1 βiQ̂i be

k-chains. The scalar product is

〈c, c′〉 :=
m∑
i=1

αiβi

and the cubical product is

c � c′ :=
m∑
i=1

m∑
j=1

αiβjQ̂i ×Qj
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Cubical Boundary Operator

Goal: Define ∂k : Ck(X) → Ck+1(X) such that ∂k ◦ ∂k+1 = 0.

Notation: Write ∂ : Ck(X) → Ck+1(X) where ∂2 = 0.

Remark: Only need to define ∂ on K̂k(X).
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Cubical Boundary Operator

Let Q be an elementary interval, i.e. Q = [l] or Q = [l, l + 1]

Define

∂Q̂ :=

{
0 if Q = [l]
̂[l+ 1]− [̂l] if Q = [l, l+ 1]

Let Q ∈ K(X), then Q = I1×I2×· · ·×Id = I1×P = I×P . Hence,

Q̂ = Î � P̂

Define

∂Q̂ = ∂Î � P̂ + (−1)dim I Î � ∂P̂

Lemma: ∂2 = 0
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Cubical Homology

Let X be a cubical set. The associated cubical chain complex is

C(X) := {(Ck(X), ∂k) | k ∈ Z}

The associated cubical homology groups are

Hk(X) := Zk(X)/Bk(X) = ker ∂k/im ∂k+1
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Elementary Collapse

Let X be a cubical set and let Q,P ∈ K(X). If Q ⊂ P , then Q

is a face of P . If Q 6= P , then Q is a proper face of P . A face

that is a proper face of exactly one elementary cube in X is a

free face.

Let Q,P ∈ K(X). Assume Q is a free face in X and Q ⊂ P . Let

K′(X) := K(X) \ {Q,P} and X ′ :=
⋃

R∈K′(X)

R

Theorem: H∗(X) ∼= H∗(X ′)
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A cubical set X is acyclic if

Hk(X) ∼=
{ Z if k=0

0 otherwise
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Elementary Collapse

Let A ⊂ X. A strong deformation retraction of X onto A is a

continuous map h : X × [0,1] → X satisfying

h(x,0) = x for all x ∈ X
h(x,1) ∈ A for all x ∈ X
h(a,1) = a for all a ∈ A

Topological Remark: Elementary collapse can be viewed as a

discrete example of a strong deformation retraction.

Computational Remark: Elementary collapse suggests a method

for computing homology.
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Maps between Homology Groups

Let C = {Ck, ∂k} and C′ = {C′
k, ∂

′
k} be chain complexes. A se-

quence of homomorphisms ϕk : Ck → C′
k is a chain map ϕ : C → C′

if, for every k ∈ Z,

∂′kϕk = ϕk−1∂k.

Define ϕk∗ : Hk(C) → Hk(C′) by

ϕk∗([z]) := [ϕk(z)],

where z ∈ Zk
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Inclusion Map

Consider a chain complex C = {Ck, ∂k} with a subchain complex

C′ =
{
C′
k, ∂k

}
. Let ιk : C′

k → Ck be the inclusion map given by

ιkc
′ = c′

for every c′ ∈ C′
k. Since

∂kιkc
′ = ∂kc

′ = ιk−1∂kc
′,

ι is a chain map. Therefore,

ι∗ : H∗(C′) → H∗(C)

is defined.
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Projection Map

Consider the elementary cube Q = [0,1]d and the projection
p : Q→ Q given by

p(x1, x2, x3, . . . , xd) := (0, x2, x3, . . . , xd).

We want to associate with p a chain map π : C(Q) → C(Q).
Any face E of Q can be written as

E = E1 × P where E1 ∈ {[0,1], [0], [1]}
Observe

E′ := p(E) = [0]× P.

Define

πk(Ê) :=

{
Ê′ if E1 = [0] or E1 = [1],

0 otherwise.
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π is a chain map (case 1)

By definition

∂Ê = ∂Ê1 � P̂ + (−1)dim(E1)Ê1 � ∂P̂ .

If E1 = [0] or E1 = [1],

π∂Ê = π
(
∂Ê1 � P̂ + Ê1 � ∂P̂

)
= π(Ê1 � ∂P̂ )

= [̂0] � ∂P̂

and, consequently,

∂πÊ = ∂([̂0] � P̂ ) = [̂0] � ∂P̂ = π∂Ê.
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π is a chain map (case 2)

If E1 = [0,1], then πÊ = 0, by definition.

On the other hand,

π∂Ê = ∂Ê1 � P̂ + (−1)dim(E1)Ê1 � ∂P̂
= π(([̂1]− [̂0]) � P̂ − Ê1 � ∂̂P )

= [̂0] � P̂ − [̂0] � P̂ − 0

= 0

= ∂πÊ

Thus π : C(Q) → C(Q) is a chain map.
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Let ϕ,ψ : C → C′ be chain maps. A collection of group homo-

morphisms

Dk : Ck → C′
k+1

is a chain homotopy between ϕ and ψ if, for all k ∈ Z,

∂′k+1Dk +Dk−1∂k = ψk − ϕk.

Theorem: If ϕ and ψ are chain homotopic, then ϕ∗ = ψ∗.
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Internal Elementary Reductions

Let C = {Ck, ∂k} be a chain complex. A pair of generators (a, b)

such that a ∈ Cm−1, b ∈ Cm and 〈∂b, a〉 = ±1 is called a reduction

pair.

27



Internal Elementary Reductions

Let C = {Ck, ∂k} be a chain complex. A pair of generators (a, b)

such that a ∈ Cm−1, b ∈ Cm and 〈∂b, a〉 = ±1 is called a reduction

pair.

A reduction pair induces a collection of group homomorphisms

πkc :=


c− 〈c,a〉

〈∂b,a〉∂b if k = m− 1

c− 〈∂c,a〉
〈∂b,a〉b if k = m

c otherwise
where c ∈ Ck.

Theorem: The map π : C → C′ := π(C) ⊂ C is a chain map.

Furthermore, πk : Ck → C′
k induces an isomorphism on homology.
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Chain Complex Reduction Algorithm

Remark: There is a complication associated with internal ele-

mentary reductions.

Let (C, ∂) be a free abelian chain complex with basis Wk of Ck.

Let (a, b) ∈Wm−1 ×Wm be a reduction pair.

Under the internal elementary reduction πk : Ck → C′
k. The

boundary operator remains the same, but the new basis, W ′
m =

{b′1, b
′
2, . . . , b

′
dm
}, is related to Wm = {b1, b2, . . . , bdm, b} by

b′i = bi −
〈∂bi, a〉
〈∂b, a〉

b.
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We can define a new chain complex C̄ whose basis is a subbasis

of C, but for which the boundary operator is modified. Define

W̄k :=


{
b1, b2, . . . , bdm

}
if k = m,{

a1, a2, . . . , adm−1

}
if k = m− 1,

Wk otherwise.

Define η = C̄ → C′ by

ηk(c) :=

{
c− 〈∂c,a〉

〈∂b,a〉b if k = m,

c otherwise.
Then

∂̄ := η−1∂η

Theorem: H∗(C) ∼= H∗(C′) ∼= H∗(C̄)

30



Relative Homology

Let C = {Ck, ∂k} be a chain complex. A chain complex D ={
Dk, ∂

′
k

}
is a chain subcomplex if

• Dk is a subgroup of Ck for all k ∈ Z
• ∂′k = ∂k |Dk

The relative chain complex is (C,D) := {Ck/Dk, ∂k}

The relative cycles and boundaries are

Zk(C,D) := ker ∂k : Ck/Dk → Ck−1/Dk−1

Bk(C,D) := im ∂k+1 : Ck+1/Dk+1 → Ck/Dk

and the relative homology groups are

Hk(C,D) := Zk(C,D)/Bk(C,D)
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Exact Sequences

A sequence (finite or infinite) of groups and homomorphisms

. . .→ G3
ψ3−→ G2

ψ2−→ G1 → . . .

is exact at G2 if

im ψ3 = kerψ2.

It is an exact sequence if it is exact at every group.

A short exact sequence is an exact sequence of the form

0 → G3
ψ3−→ G2

ψ2−→ G1 → 0.
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Connecting Homomorphism

Let A = {Ak, ∂Ak }, B = {Bk, ∂Bk }, and C = {Ck, ∂Ck} be chain

complexes. Let ϕ : A → B and ψ : B → C be chain maps. The

sequence

0 → A ϕ−→ B ψ−→ C → 0

is a short exact sequence of chain complexes if for every k

0 → Ak
ϕk−→ Bk

ψk−→ Ck → 0

is a short exact sequence.
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Theorem: Let

0 → A ϕ−→ B ψ−→ C → 0

be a short exact sequence of chain complexes. Then for each k

there exists a homomorphism

∂∗ : Hk+1(C) → Hk(A)

such that

. . .→ Hk+1(A)
ϕ∗−→ Hk+1(B)

ψ∗−→ Hk+1(C)
∂∗−→ Hk(A) → . . .

is a long exact sequence.

The map ∂∗ is called connecting homomorphism.
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Exact Sequence of a Triple

Theorem: Let N0 ⊂ N1 ⊂ N2 be cubical sets. Then there exists

a long exact sequence

→ Hk+1(N1, N0)
i∗−→ Hk+1(N2, N1)

j∗−→ Hk+1(N2, N1)
∂∗−→ Hk(N1, N0) →
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Let I be an elementary interval. The associated elementary cell
is

◦
I :=

{
(l, l+ 1) if I = [l, l+ 1],

[l] if I = [l, l].

We extend this definition to a general elementary cube Q =
I1 × I2 × . . .× Id ⊂ Rd by defining the associated elementary cell
as

◦
Q :=

◦
I1 ×

◦
I2 × . . .×

◦
Id.

Let A ⊂ Rd be a bounded set. Then the open hull of A is

oh (A) :=
⋃
{
◦
Q | Q ∈ K, Q ∩A 6= ∅},

and the closed hull of A is

ch (A) :=
⋃
{Q | Q ∈ K,

◦
Q ∩A 6= ∅}.
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Cubical Approximation of Functions

Let f : X → Y be a continuous map between cubical sets.

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−3

−2

−1

0

1

2

3

4

Goal: Approximate f by an acyclic-valued mutivalued cubical
map F : X −→→Y such that f(x) ∈ F (x).
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Cubical Maps

Let X and Y be cubical sets. A multivalued map F : X −→→Y from

X to Y is a function from X to subsets of Y , that is, for every

x ∈ X, F (x) ⊂ Y .

Let X and Y be cubical sets. A multivalued map F : X −→→Y is

cubical if

• For every x ∈ X, F (x) is a cubical set.

• For every Q ∈ K(X), F | ◦
Q

is constant, that is, if x, x′ ∈
◦
Q, then

F (x) = F (x′).
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Assume now that for a continuous map f : X → Y , bounds on

f(Q) for Q ∈ Kmax(X) are given in the form of a combinatorial

multivalued map F : Kmax(X)−→→K(Y )

bFc(x) :=
⋂
{|F(Q)| | x ∈ Q ∈ Kmax(X)}

dFe(x) :=
⋃
{|F(Q)| | x ∈ Q ∈ Kmax(X)}
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Let F : X −→→Y , A ⊂ X, and B ⊂ Y . The image of A is defined by

F (A) :=
⋃
x∈A

F (x).

The weak preimage of B under F is

F ∗−1(B) := {x ∈ X | F (x) ∩B 6= ∅},

while the preimage of B is

F−1(B) := {x ∈ X | F (x) ⊂ B}.

A multivalued map F is upper semicontinuous if F−1(U) is open

and it is lower semicontinuous if F ∗−1(U) is open for any open

set U ⊂ Y .
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Proposition: The map bFc is lower semicontinuous and the map

dFe is upper semicontinuous.
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Chain Selectors

A cubical multivalued map F : X −→→Y is called acyclic-valued if

for every x ∈ X the set F (x) is acyclic.

Let F : X −→→Y be a cubical multivalued map. A chain map

ϕ : C(X) → C(Y ) satisfying the conditions:∣∣∣ϕ(Q̂)
∣∣∣ ⊂ F (

◦
Q) for all Q ∈ K(X),

ϕ(Q̂) ∈ K̂0(F (Q)) for any vertex Q ∈ K0(X),

is called a chain selector of F .

Theorem: Assume F : X −→→Y is a lower semicontinuous acyclic-

valued cubical map. Then there exists a chain selector ϕ :

C(X) → C(Y ).
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Proposition: Assume F : X −→→Y is a lower semicontinuous cubical
map and ϕ is a chain selector for F . Then, for any c ∈ C(X),

|ϕ(c)| ⊂ F (|c|).

Theorem: Let ϕ,ψ : C(X) → C(Y ) be chain selectors for the
lower semicontinous acyclic-valued cubical map F : X −→→Y . Then
ϕ is chain homotopic to ψ and hence they induce the same ho-
momorphism in homology.

Definition: Let F : X −→→Y be a lower semicontinous acyclic-
valued cubical map. Let ϕ,ψ : C(X) → C(Y ) be chain selector
for F . Then F∗ : H∗(X) → H∗(Y ) is defined by

F∗ = ϕ∗.
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Cubical Approximation of Maps

Let X and Y be cubical sets and let f : X → Y be a continuous
function. A cubical representation of f is a lower semicontinuous
multivalued cubical map F : X −→→Y such that

f(x) ∈ F (x) ∀x ∈ X.
The minimal representation of f is Mf : X −→→Y defined by

Mf(x) := ch (f(ch (x)))

Definition: Let F : X −→→Y be an acyclic-valued cubical repre-
sentation of f : X → Y . Then f∗ : H∗(X) → H∗(Y ) is defined
by

f∗ = F∗.
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Computing Homology Maps

Consider a continuous map f : X → Y .

Let Γf be the graph of f .

Let πX : ΓF → X and πY : ΓF → Y be projection maps.

Observe that

f = πY ◦ π−1
X

and hence

f∗ = πY ∗ ◦ π−1
X∗.
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Consider F = dFe : X −→→Y an acyclic-valued cubical representa-

tion of f .

Let ΓF ⊂ X × Y denote the graph of F .

We are using an upper semi-continuous multivalued map, hence

the graph is a cubical set.

Let πX : ΓF → X and πY : ΓF → Y be projection maps (these

map cubes to cubes).

Because F : X −→→Y is acyclic, πX∗ : H∗(ΓF ) → H∗(X) is an iso-

morphism.

Theorem: f∗ = πY ∗ ◦ π−1
X∗
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Computing Relative Homology Maps

Consider f : (X,A) → (Y,B) where X,A ⊂ Rn and Y,B ⊂ Rm are

full cubical sets.

A combinatorial multivalued map F : X −→→Y is a representation

of f : (X,A) → (Y,B) if F is a representation of f :X → Y and

F(A) ⊂ B.
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Remark: Given a representation F of f : (X,A) → (Y,B) it does

not follow that F (A) ⊂ B, where F = dFe.
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A pair (F,G) of multivalued maps is a representation of f : (X,A) →
(Y,B) if F :X → Y is a representation of f :X → Y and G:A→ B

is a represenatation of f |A:A→ B, and G ⊂ F .
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Computing Homology Maps - Algorithms
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Expand the size of A and remove.

Reduce the size of X.
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