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1 Introduction

1.1 The local-global principle

This Habilitation thesis investigates the local-global principle for quadratic and hermitian
forms over the ring of integers in number fields. Let K be a number field with ring of
integers o. The local-global principle shows up in various situations, for example:

• The Hasse-Minkowski theorem states that a quadratic form over K is isotropic,
i.e. it represents 0, if and only if it is isotropic over every completion of K. As
a consequence, two quadratic forms over K are isometric if and only if their
completions are isometric at every place of K.

• The same result also holds for (quaternionic) hermitian spaces over number fields.
More generally it extends to simply-connected algebraic groups defined over K.

• The Hasse-Brauer-Noether-Albert theorem (c.f. [Rei03, Theorem 32.11]) states
that a central-simple K-algebra is split, i.e. isomorphic to a full matrix ring Km×m

if and only if it splits over every completion of K. As a consequence, two central
simple K-algebras are isomorphic if and only if their completions are isomorphic at
every place of K.

• The Local-Square theorem states that an element a ∈ K is a square if and only
if a is a square in every completion of K. Note that the result is not completely
true for higher powers as the Grunwald-Wang theorem shows.

• The Hasse norm theorem states that given a cyclic field extension F/K, then a ∈ K
is a global norm in F/K if and only if for each place v of K and a place w of F
over v, a is a local norm in Fw/Kv. Again, the result does not hold for arbitrary
extensions F/K, not even for abelian ones.

• Two o-lattices, i.e. finitely generated o-submodules of a vector space over K are
equal if and only if their completions are equal at every place of K.

For arithmetic structures, the local-global principle usually fails. For example, let I(o)
be the group of fractional ideals of o. Every element in I(o) is locally principal, but not
necessarily principal itself. If the local-global principle fails, it is interesting to know ‘by
how much it fails’. So in the case of fractional ideals, one investigates the class group
Cl(o) := I(o)/{ao ; a ∈ K∗}.
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1 Introduction

1.2 Hermitian lattices and genera

Let E/K be a field extension of degree at most 2 or let E be a quaternion skewfield over K.
The canonical involution of E/K will be denoted by : E → E. A hermitian space
over E is a (left) vector space V over E equipped with a sesquilinear form Φ: V ×V → E
such that

• Φ(x+ x′, y) = Φ(x, y) + Φ(x′, y) for all x, x′, y ∈ V .

• Φ(αx, βy) = αΦ(x, y)β for all x, y ∈ V and α, β ∈ E.

• Φ(y, x) = Φ(x, y) for all x, y ∈ V .

If E = K the above setting simply gives a quadratic space over K.

Let O be a maximal order in E. An O-lattice in V is a finitely generated O-submodule
of V that contains an E-basis of V . The local-global principle does not hold for O-lattices
in general. As in the case of fractional ideals of o, this immediately leads to the definition
of the genus. Two O-lattices L,M in V are said to be in the same genus if and only if
the completions Lp := L⊗O Op and Mp are isometric for every prime ideal p of o. Each
genus is a disjoint union of (finitely many) isometry classes. The number of isometry
classes in a genus is called its class number. So again, the class number measures ‘by how
much’ the local global principle fails. In particular, the one-class genera consist precisely
of those lattices for which the local-global principle does hold.

The class number of a lattice in an indefinite hermitian space is known a priori thanks
to strong approximation, see Chapter 5 for details. It only depends on some local data
as well as some quotient of a ray class group. For lattices in definite spaces, such local
considerations do not yield the class number of a lattice. It has to be worked out explicitly,
for example using Kneser’s neighbour method.

The goal of this Habilitation project is to provide a complete classification of all definite
hermitian lattices with class number one or two. It should be stressed that the field K,
the extension E and the rank m of V over E are not fixed a priori. However, it is well
known that up to a suitable equivalence relation, there are only finitely many such genera.

The enumeration of one-class genera actually dates back to C. F. Gauß. He relates
the class numbers of definite binary quadratic lattices to relative ideal class numbers of
CM-fields. In particular, the complete, unconditional classification of binary quadratic
lattices with class number one is out of reach with current methods.

The classification of all rational quadratic lattices with class number one and rank
at least three is originally due to G. L. Watson who classified these lattices by hand in
a long series of papers [Wat63, Wat72, Wat74, Wat78, Wat82, Wat84, Wat]. In [KL13],
D. Lorch and the author checked Watson’s computations using the algorithms given in
Chapter 6 and found them to be largely correct. They also enumerate all one-class genera
in dimensions four and five, for which G. Watson only produced partial results. Very
recently, D. Lorch in his thesis [Lor] (supervised by the author) successfully extends this
classification to all one-class genera over totally real number fields.

For E 6= K, no complete classifications were previously known.
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1.3 Limitations

1.3 Limitations

The main strategy of the classification of all genera of definite hermitian lattices with
given class number is as follows.

1. Enumerate the possible totally real number fields K, the possible K-algebras E
and the possible ranks m.

2. Enumerate the possible similarity classes of hermitian spaces of rank m over E.

3. Enumerate the genera of square-free lattices with class number at most B. Square-
free (or almost unimodular lattices as they are called by some authors) are those
lattices that are endpoints under some reduction operators which do not increase
class numbers, see Section 6.1 for details.

4. Enumerate the similarity classes of all genera with class number at most B by
inspecting inverse images under these reduction operators.

Steps 2–4 never pose a problem. However, the first step might simply be impossible
to do in practice. The reason is as follows. Siegel’s mass formula yields upper bounds
on the root discriminant of the possible totally real base fields K. Then one looks up
these fields in tables such as [Voi08]. However, these tables are only complete up to root
discriminant 14 (without further additional information like the number of primes ideals
of norm 2). Already this classification needed about 200 days of CPU time. Since the
search space for these fields grows exponentially with the degree of the fields, already the
enumeration of all fields with slightly larger root discriminant say 15, is completely out
of reach. This is the only reason why the classification of all definite hermitian lattices
with class number at most two is impossible in case of some unary and binary lattices.
More precisely, the following problems occur.

1. Suppose E = K. As mentioned before, the binary quadratic lattices lead to relative
class number problems of CM-extensions, see Section 7.2 for details. Hence this case
is out of reach. However the rational binary quadratic lattices with class number
at most two can be enumerated assuming the Generalized Riemann Hypothesis,
see Section 7.2.2.

All definite quadratic lattices with class number at most two and rank different
from two have been completely classified. A summary of the results is presented in
Chapter 7.

It is worth mentioning, that the ternary quadratic case is especially challenging.
Pfeuffer’s bounds on the local factors in Siegel’s mass formula show that the root
discriminant of K is at most 24.21, see Corollary 6.3.2. As mentioned above, this
bound is useless for practical purposes.

However, there is a different way of enumerating the ternary quadratic lattices
with class number at most B using quaternion orders, see [KL16] and Section 7.3.
The idea is as follows. The local global principle for quaternion orders also fails.
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1 Introduction

Thus it is natural to define what is (for historical reasons) called the type of a
quaternion order. Two orders in a quaternion algebra are said to be of the same
type if and only if their completions are isomorphic (i.e. conjugate) at every prime
ideal of o. Again, each type of orders is a finite union of conjugacy classes and the
number of such classes is called the type number. Now there are correspondences by
Brzezinski-Peters-Eichler-Brandt or J. Voight between definite, ternary quadratic
lattices over K and definite Gorenstein quaternion orders over K which maps genera
and isometry classes to types and conjugacy classes. Hence, instead of classifying
the definite quadratic o-lattices with class number at most two one can also classify
the Gorenstein quaternion orders over K with type number at most two. The latter
has the advantage, that one can bring Eichler’s mass formula into the game. It
yields a much better bound on the root discriminant of K, see Theorem 7.3.4 for
details. Using this bound, one can indeed enumerate all possible base fields K that
might admit one-class genera of definite quadratic forms.

It is also worth mentioning that the type number of a quaternion order agrees with
the type number of its Gorenstein closure. Thus the above classification actually
yields all definite quaternion orders with type number one or two, whether they are
Gorenstein or not. From this result, one can then enumerate all definite quaternion
orders with ideals class number one or two, see [KL16] for details.

2. Suppose E/K is a CM-extension. The unary hermitian case is directly related to
the binary quadratic case. So a complete classification is again impossible. In the
binary hermitian case, the situation is very similar. In this case, the possible totally
real base fields K that might occur can be worked out completely, see Section 8.2.
However, for some fixed field K, the enumeration of all possible extensions E/K
turns out to be the problem. In this case, Siegel’s mass formula does not involve the
relative discriminant dE/K but merely the relative class number # Cl(E)/# Cl(K).
So again, the enumeration of all definite binary hermitian lattices is a relative class
number problem, see Section 8.2 for details. However, for K = Q it turns out that
one needs to know the imaginary quadratic number fields E with class number at
most 48. These have been computed by M. Watkins in his thesis [Wat04]. So for
K = Q, the enumeration of all definite, binary hermitian lattices with class number
at most 2 is indeed feasible, see Table 8.1 for a summary of the results.

For all lattices of rank at least 3, the classification of all definite hermitian lattices
with class number at most two given in Chapter 8 is complete.

3. For quaternion algebras E over K, Chapter 9 provides a complete classification of
all definite hermitian lattices with class number at most two.

1.4 Results

Chapters 7 to 9 report on the classification of all definite quadratic, hermitian and
quaternionic hermitian lattices respectively. Below are short summaries of the results in
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1.4 Results

each case.

Theorem 1.4.1 Let K be a totally real number field with maximal order o. Let L be a
definite quadratic o-lattice of rank m ≥ 3.

1. If K = Q and L has class number one, then m ≤ 10. Up to similarity, there are
1884 definite, rational quadratic lattices with class number one and rank at least 3.
This result is due to G. Watson, see also [KL13].

2. If K = Q and L has class number two, then m ≤ 16. Up to similarity, there exist
7283 genera of definite, rational quadratic lattices with class number one and rank
at least 3.

3. If K 6= Q and L has class number one, then m ≤ 6. Further, if m ∈ {5, 6} then
K = Q(

√
5) and for each rank m there are two similarity classes. Up to similarity,

there exist 4019 definite quadratic lattices over 29 different fields K 6= Q with class
number one and rank at least 3. The largest field has degree 5. This result is due to
D. Lorch, see [Lor].

4. If K 6= Q and L has class number two, then m ≤ 8. Up to similarity, there are
17.064 genera of definite quadratic lattices over 75 different fields K 6= Q with class
number two and rank at least 3. The largest field has degree 6.

Details are given in Chapter 7.

Theorem 1.4.2 Let E/K be a CM-extension and let O be the maximal order of E. If L
is a definite hermitian O-lattice of rank m ≥ 3 and class number one (two), then m ≤ 8
(m ≤ 9). Moreover, there are 164 (406) similarity classes of genera of such lattices over
10 (19) different fields E. The largest field E has degree 6 (8). A complete classification
is given in Chapter 8.

Theorem 1.4.3 Let E be a definite quaternion algebra over some totally real number
field K. Further let O be a maximal order in E and let L be a hermitian O-lattice of
rank m. If L has class number one (two), then m ≤ 4 (m ≤ 5). Further, there are only 69
(148) different algebras E over 29 (60) different centers K that admit genera of definite
lattices of class number one (two). A complete list of these lattices in given in Chapter 9.

Note that counting similarity classes of quaternionic hermitian lattices does not make
much sense since two different maximal orders yield genera which can never be similar.
However, these genera can be described uniformly using genus symbols, see Chapter 9
for details.

Since some enumerations produced large numbers of genera, not all of these genera
could be described in the thesis explicitly. Thus all the results are also electronically
available from [Kir16] in a text-based format which can be processed easily by any
computer algebra system.

The enumeration of all genera with given class number relies heavily on calculations
(like computing automorphism groups, isometry tests, unit and class groups of orders,

9



1 Introduction

ideals and orders in quaternion algebras, computing with modules over Dedekind rings, ...)
that require the use of a computer algebra system. The author has chosen to implement
the classification in Magma [BCP97] as it covers most of the required basic algorithms
and it is easily extensible through packages. The code for performing the classification as
well as certain intermediate steps (like constructing hermitian spaces and lattices from
local data, deciding (local) isometry, Kneser’s neighbour method, ...) is available upon
request.

1.5 Outline

The Habilitation thesis is organized as follows. The second chapter gives a short intro-
duction to lattices in quadratic and hermitian spaces. Chapter 3 recalls the classification
of quadratic and hermitian spaces over local fields. It also discusses the structure of
lattices in such spaces, i.e. Jordan decompositions.

The fourth chapter presents Siegel’s mass formula, which is the most important tool
for classifying all genera with a given class number. The local factors that appear in
the mass formula were not known in all cases. Especially local factors at even prime
ideals are notoriously difficult to handle. Thus, in Sections 4.4 and 4.5 the local factors of
unimodular quadratic lattices as well as the local factors of square-free hermitian lattices
at ramified prime ideals over 2 are worked out completely using a method of M. Eichler.

In Chapter 5, Kneser’s Neighbour method is presented. It allows the complete enu-
meration of all isometry classes in a given genus. The description given here works for
quadratic as well as (quaternionic) hermitian lattices. It is very explicit, in the sense
that it provides generators for every single neighbour. Also the number of neighbours is
worked out in all cases.

Chapter 6 explains how to classify all definite hermitian lattices with a given class
number. As mentioned before, Chapters 7 to 9 report on the classification of all one- and
two-class genera of lattices in definite quadratic, hermitian and quaternionic hermitian
spaces respectively.

The concept of genera and isometry classes can be generalized to algebraic groups
over K. In that sense, the first nine chapters dealt with classical (i.e. orthogonal and
unitary) groups. The last chapter then discusses the parahoric subgroups of exceptional
algebraic groups over K having class number one.
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2 Basic definitions

2.1 Quadratic and hermitian spaces

In this work, K always denotes some field of characteristic 0. Further, (E, ) will be
one of the following K-algebras with involution:

1. E = K and is the identity on K.

2. E ∼= K[X]/(X2 − a) and is the nontrivial K-linear automorphism of E.

3. E is a quaternion algebra with center K, i.e. a 4-dimensional, central simple
K-algebra. By the Artin-Wedderburn theorem, E is either a skew field or isomorphic
to the full matrix ring K2×2. In any case, it admits a K-basis (1, i, j, ij) such that

a := i2 ∈ K, b := j2 ∈ K and ij = −ji .

The quaternion algebra over K with these multiplication rules will be denoted

by
(
a, b
K

)
. Further,

: E → E, x+ yi+ zj + wij 7→ x− yi− zj − wij with x, y, z, w ∈ K

is called the canonical involution of E. It satisfies {α ∈ E ; α = α} = K. In
particular, the reduced norm and reduced trace

nrE/K : E → K, α 7→ αα and trE/K : E → K, α 7→ α+ α

take values in K.

In any of these three cases, let

N: E → K, α 7→ αα and T: E → K,α 7→ α+ α .

If E = K these maps are simply squaring and multiplication by 2 respectively. In the
other two cases these are the (reduced) norm and (reduced) trace of E over K. Also note
that since E is a separable K-algebra, the bilinear form

E × E → K, (α, β) 7→ T(αβ)

associated to T is non-degenerate.

Definition 2.1.1 A hermitian space (V,Φ) over E is a finitely generated, free left
E-module V equipped with a map Φ: V × V → E such that

11



2 Basic definitions

• Φ(x+ x′, y) = Φ(x, y) + Φ(x′, y) for all x, x′, y ∈ V .

• Φ(αx, βy) = αΦ(x, y)β for all x, y ∈ V and α, β ∈ E.

• Φ(y, x) = Φ(x, y) for all x, y ∈ V .

For a hermitian space (V,Φ) over E, the map

QΦ : V → K, x 7→ Φ(x, x)

defines a quadratic form on the K-vector space V , i.e.

1. QΦ(ax) = a2QΦ(x) for all a ∈ K and x ∈ V ,

2. bΦ : V × V → K, (x, y) 7→ QΦ(x+ y)−QΦ(x)−QΦ(y) is bilinear.

In particular, if E = K, then 2Φ = bΦ. So in this case it makes sense to call (V,Φ) a
quadratic space. Since the characteristic of K is different from 2, the bilinear form Φ can
be recovered from QΦ or bΦ and vice versa. So in the sequel, the space (V,Φ) will also
be denoted by (V,QΦ) whenever convenient.

Definition 2.1.2 The hermitian spaces (V,Φ) and (V ′,Φ′) over E are said to be iso-
metric (denoted by (V,Φ) ∼= (V ′,Φ′)), if there exists some isomorphism σ : V → V ′ of
E-modules such that Φ(x, y) = Φ′(σ(x), σ(y)) for all x, y ∈ V . Any such isomorphism
is then called an isometry between (V,Φ) and (V ′,Φ′). The group of all isometries of
(V,Φ) itself, i.e.

U(V,Φ) := {σ ∈ GL(V ) ; Φ(σ(x), σ(y)) = Φ(x, y) for all x, y ∈ V }

is called the unitary group of (V,Φ). If (V,Φ) is quadratic, then U(V,Φ) is also called
the orthogonal group of (V,Φ) and will sometimes be denoted by O(V,Φ).

Definition 2.1.3 Let (V,Φ) be a hermitian space over E of rank m with basis B.

1. The space (V,Φ) is called regular , if Φ(x, V ) 6= {0} for all nonzero x ∈ V .

2. The space (V,Φ) is said to represent a ∈ K, if a = QΦ(x) for some non-zero x ∈ V .
A vector x ∈ V is called isotropic if QΦ(x) = 0. Similarly, (V,Φ) is said to be
isotropic, if Φ represents zero, i.e. it contains a nonzero isotropic vector.

3. Two vectors x, y ∈ V are called perpendicular or orthogonal if Φ(x, y) = 0. Let
V1, V2 be E-submodules of V . Then V is the orthogonal sum of the Vi, denoted by
V = V1 ⊥ V2, if V = V1 ⊕ V2 and Φ(V1, V2) = {0}.

4. The Gram matrix of any tuple S = (x1, . . . , xm) ∈ V m is

G(S) := (Φ(xi, xj))i,j ∈ Em×m .
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2.1 Quadratic and hermitian spaces

5. The determinant det(V,Φ) is the class of the Dieudonné determinant det(G(B)) in
K/N(E∗) whenever E is a skew field. If E contains zero divisors, then det(V,Φ) is
defined to be the neutral element in the trivial group K∗/N(E∗). In any case,

disc(V,Φ) := (−1)m(m−1)/2 · det(V,Φ)

is called the discriminant of (V,Φ).

6. Given square matrices G1, . . . , Gs over E such that Gi = Gi
tr

, then 〈G1, . . . , Gs〉
denotes a hermitian space over E which has a block diagonal Gram matrix
Diag(G1, . . . , Gs).

7. The space (V,Φ) is said to be hyperbolic, if (V,Φ) ∼= 〈( 0 1
1 0 ) , . . . , ( 0 1

1 0 )〉.

The fact that the bilinear form associated to T is non-degenerate has several important
consequences.

Theorem 2.1.4 Let (V,Φ) be a regular hermitian space over E. Then (V,Φ) admits an
orthogonal E-basis, i.e. (V,Φ) ∼= 〈a1, . . . , am〉 for some ai ∈ K∗.

Proof. Let (b1, . . . , bm) be any basis of V . The result is trivial if m = 1. Suppose now
m ≥ 2 and QΦ(bi) = 0 for all i. Since (V,Φ) is non-degenerate there exists i > 1 such
that Φ(b1, bi) 6= 0. Since the trace bilinear form associated to T non-degenerate, there
exists some λ ∈ E such that T(Φ(b1, bi)λ) = 1. Then QΦ(b1 + λbi) = T(Φ(b1, λb2)) = 1.
So without loss of generality one may assume that a1 := QΦ(b1) 6= 0. But then

V = Eb1 ⊥
∑m

j=2E(bj − Φ(bj ,b1)
a1

b1). Hence the result follows by induction on m. �

Proposition 2.1.5 Let (V,Φ) be a regular hermitian space over E of rank m. Let

H =
(
−1,−1

R

)
be Hamilton’s quaternions.

1. If K = R and E ∈ {R,C,H} then the isomorphism type of a regular hermitian
space over E is uniquely determined by its rank and n(V,Φ) := #{b ∈ B ; QΦ(b) < 0}
where B denotes any orthogonal basis of V over E.

2. If N(E∗) = K∗, then (V,Φ) ∼= 〈1, . . . , 1〉. Note that this holds whenever K = C.

Proof. The first assertion is Sylvester’s law of inertia. The second assertion follows from
the previous theorem and the fact that Φ(αx, αx) = N(α)Φ(x, x) for all α ∈ E and
x ∈ V . �

Remark 2.1.6 Let (V,Φ) be a hermitian space over E. For any E-linear map σ : V → V ,
the following statements are equivalent:

1. σ ∈ U(V,Φ).

2. QΦ(σ(x)) = QΦ(x) for all x ∈ V .

13



2 Basic definitions

Proof. Clearly 1. implies 2. Conversely, suppose σ satisfies the second condition. If
E = K, then 1. holds thanks to the polarization identity

2Φ(x, y) = bΦ(x, y) = QΦ(x+ y)−QΦ(x)−QΦ(y) for all x, y ∈ V .

Suppose now E 6= K. Let x, y ∈ V and α ∈ E. By assumption

QΦ(σ(x)) +QΦ(σ(y)) + T(Φ(σ(x), σ(y)))

= QΦ(σ(x+ y)) = QΦ(x+ y)

= QΦ(x) +QΦ(y) + T(Φ(x, y)) .

and therefore
T(αΦ(σ(x), σ(y))) = T(αΦ(x, y)) for all α ∈ E .

The bilinear form associated to T is non-degenerate and thus Φ(x, y) = Φ(σ(x), σ(y)).�

2.2 Lattices over maximal orders

In this section, some well known facts about finitely generated, torsion free modules over
maximal orders are recalled.

Definition 2.2.1 Let o be a Dedekind ring, i.e. an integrally closed Noetherian ring of
Krull dimension 1. Further, let K be the field of fractions of o and let E be a separable
K-algebra.

1. An o-lattice I ⊂ E is a finitely generated o-submodule of E. It is said to be full , if
the ambient K-space KI equals E.

2. A full o-lattice in E which is also a subring of E is called an o-order (or simply an
order) in E. An order is called maximal, if it is not properly contained in another
order.

3. Let I be a full o-lattice in E. Then

O`(I) := {x ∈ E ; xI ⊆ I} and Or(I) := {x ∈ E ; Ix ⊆ I}

are o-orders in E, the so-called left and right orders of I. The lattice I is integral ,
if I ⊆ O`(I) (or equivalently I ⊆ Or(I)).

4. Let O be an order in E. An o-lattice I is called a fractional left ideal of O, if
O`(I) ⊆ O. Similarly, one defines fractional right ideals. If I as a fractional left
and right ideal of O, it is called a fractional twosided ideal of O.

5. A fractional left ideal I of O is said to be invertible, if IJ = O for some o-lattice
J . If J exists, then O = O`(I) and JI = Or(I). So there is no need to distinguish
between left, right and twosided invertible ideals. Also note that if O is maximal,
then every (left/right/twosided) ideal of O is invertible.

14



2.2 Lattices over maximal orders

Definition 2.2.2 Let O be a maximal order in some separable K-algebra E and let V
be a finitely generated, free left module over E.

1. An O-lattice L ⊂ V is a finitely generated O-module in V . The rank of an O-
lattice L is the rank of the ambient space EL over E and will be denoted by
rank(L). The lattice L is said to be full, if the ambient space EL equals V , i.e. L
contains an E-basis of V .

2. Let L be an O-lattice. Suppose there exists an E-basis (x1, . . . , xn) of EL and
fractional left ideals A1, . . . ,An of O such that

L =
n⊕
i=1

Aixi .

Then the sequence of pairs (Ai, xi)1≤i≤n is called a pseudo-basis of L.

The existence of pseudo-bases over Dedekind rings is due to E. Steinitz and is well
known.

Theorem 2.2.3 (Steinitz) Let o be a Dedekind ring with fields of fractions K and let
M be an o-lattice in a finite dimensional K-space V .

1. The o-module M is projective and admits some pseudo-basis (ai, xi)1≤i≤r.

2. Let M ′ be an o-lattice in KM of rank s. Then s ≤ r and there exists a pseudo-basis
(ai, xi)1≤i≤r of M and fractional ideals b1, . . . , bs of o such that

M ′ =

s⊕
j=1

bjajxj and b1 ⊇ b2 ⊇ . . . ⊇ bs .

The ideals b1, . . . , bs are called the invariant factors of M and M ′; they are uniquely
determined. In particular, the index ideal of M ′ in M

[M : M ′]o :=

s∏
i=1

bi

is well defined.

Proof. See for example [O’M73, Chapter 81]. �

Using pseudo-bases, Magma can perform a wide range of operations for finitely generated
modules over Dedekind rings like addition, intersection, comparison, invariant factors,
etc. Hence, for algorithmic purposes, lattices over Dedekind rings will always be assumed
to be given by a pseudo-basis.

For the remainder of this section let o be the ring of integers of some number field K and
let O be a maximal order in some separable K-algebra E. Then every O-lattice admits
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a pseudo-basis, see for example [Rei03, Theorem 2.44 and Remark 2.45]. However, I do
not know of a constructive proof of this fact in the literature or even an implementation
in some computer algebra system. Hence a constructive proof will be given below. The
algorithm is based on the corresponding algorithm for finitely generated modules over
Dedekind rings by W. Bosma and M. Pohst [BP91].

First, one needs special two-element generators for (left) ideals of O:

Lemma 2.2.4 Let A be an integral left ideal of O. Let a ∈ N be a generator of A ∩ Z.
Then there exists some α ∈ A such that

A = Oa+Oα and Oα ∩ Z = Zab where b ∈ N is coprime to a .

Further, if a and α satisfy the above conditions, then A−1 = O + α−1bO.

Proof. If a = 1, then A = O and one can take α = 1. Suppose now a > 1. By [Rei03,
Corollary 27.7], there exists some α ∈ E∗ such that A−1a2 + A−1α = A−1A. Hence
A = Oa2 +Oα = Oa+Oα. By induction it follows that A = Oan+Oα for all n ∈ N. Let
Oα ∩ Z be generated by ab ∈ N. Suppose there exists some prime divisor p of gcd(a, b).
Then there exists some prime ideal p of o over p such that a is not contained in Opα.
Further, there exists some n ∈ N such that Opa

n ⊆ Opα and therefore Ap = Opα. But
then a ∈ Opα gives the desired contradiction. Hence a and b are coprime.
Suppose now α ∈ O satisfies the conditions of the lemma. Let B = O + α−1bO. Then
BA = Oa+Ob+OαO +Oα−1abO. It follows that BA = O since a and b are coprime
integers and α, α−1ab ∈ O. Thus B = A−1 as claimed. �

Note that, an element α satisfying the conditions of Lemma 2.2.4 is usually found as a
small linear combination of some Z-basis of A.

Corollary 2.2.5 If A is a left ideal of O, then there exist α1, α2 ∈ A and β1, β2 ∈ A−1

such that α1β1 + α2β2 = β1α1 + β2α2 = 1.

Proof. Without loss of generality, A is integral. Let a, b, α be as in Lemma 2.2.4. Since a
and b are coprime integers, there exist r, s ∈ Z such that ra+ sb = 1. Then for example
β1 = 1, α1 = ra, β2 = sbα−1 and α2 = α will do the trick. �

Algorithm 2.2.6 PseudoBasis(m1, . . . ,mr)

Input: Generators m1, . . . ,mr of some left O-module M .
Output: Some pseudo-basis (Ai, xi)i of M .
1: Let (v1, . . . , vn) be an E-basis of the ambient space EM .
2: if n = 0 then return ∅ end if
3: Write mi = νi,1v1 + · · ·+ νi,nvn for 1 ≤ i ≤ r.
4: Set A1 =

∑r
i=1Oνi,1.

5: Compute α1, α2 ∈ A1 and β1, β2 ∈ A−1
1 such that β1α1 + β2α2 = 1.

6: Using linear algebra over o or Z, compute h1, h2 ∈M and w1, w2 ∈
⊕

j≥2Evj such
that αiv1 = hi + wi.

16



2.3 Hermitian lattices over Dedekind rings

7: Set x1 = v1 − (β1w1 + β2w2) = β1h1 + β2h2.
8: For 1 ≤ i ≤ r set m′i = mi − νi,1x1.
9: Let (A2, x2), . . . , (As, xs) be the output of PseudoBasis(m′1, . . . ,m

′
r).

10: return (A1, x1), . . . , (As, xs).

Proof. By construction, m′i ∈ M and m′i −mi = νi,1xi ∈ A1x1 ⊆ M . Thus M equals
A1x1 ⊕

∑r
j=1Om′j . By induction on rank(M), the algorithm terminates and returns a

pseudo-basis of M . �

Let p be a prime ideal of o. Given an o-module M , let Mp denote its completion at p.
Using pseudo-bases, one can not only perform the obvious operations like taking sums,
intersections, etc., but also various ‘local’ manipulations of a given O-module M . Usually,
one proceeds in three steps:

1. Construct a free O-submodule (or supermodule) M ′ of M such that Mp = M ′p for
some prime ideal p of o.

2. Using the O-basis of M ′ (which is also a Op-basis for Mp) perform the wanted local
operation on Mp.

3. By adding the module pM and intersecting with p−1M , one ensures that the places
different from p are not affected by the manipulations performed in step 2.

For example, the construction of maximal submodules can be done as follows.

Algorithm 2.2.7 MaximalSubmodules(M, p)

Input: An O-module M given by some pseudo-basis (A1, x1), . . . , (As, xs) and some
prime ideal p of o.

Output: The set of all maximal O-sublattices of M that contain pM .
1: For 1 ≤ i ≤ s compute αi ∈ Ai such that (Ai)p = Opαi (for example by inspecting

small linear combinations of elements in a Z-basis of Ai).
2: Let M ′ :=

∑s
i=1Oαixi ⊆M .

3: Let ϕ : M ′ → (O/pO)s,
∑

i λixi 7→ (λ1 + pO, . . . , λ1 + pO).
4: Let X1, . . . , Xr be the maximal O/pO-submodules of (O/pO)s.
5: return {ϕ−1(Xi) + pM ; 1 ≤ i ≤ r}.

Proof. From Mp = M ′p, it follows that (ϕ−1(Xi) + pM)p = (ϕ−1(Xi))p with 1 ≤ i ≤ r
are the maximal Op-submodules of Mp that contain pM . Let q be a prime ideal of o
different from p. Then M ′ ⊆M implies that (ϕ−1(Xi) + pM)q = Mq. Hence the result
is correct. �

2.3 Hermitian lattices over Dedekind rings

Let o be a Dedekind ring with field of fractions K. Further let (V,Φ) be a regular
hermitian space over E and fix some maximal o-order O in E.

To ease notation, the term ‘O-lattice in (V,Φ)’ from now on means an O-lattice in V
of full rank.
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Definition 2.3.1 Let A be a fractional left ideal of O. Then N(A) and T(A) denote the
o-ideals generated by {αα ; α ∈ A} and {α+ α ; α ∈ A} respectively.

Definition 2.3.2 Let L be a free O-lattice in (V,Φ) with basis B. Suppose E is a skew
field. Then

det(L) := det(G(B)) ∈ K∗/N(O∗)
disc(L) := (−1)m(m−1)/2 · det(L)

are called the determinant and discriminant of L respectively. Given square matrices
G1, . . . , Gs over E such that Gi = Gi

tr
, then 〈G1, . . . , Gs〉 denotes a free hermitian

O-lattice with Gram matrix Diag(G1, . . . , Gs).

Definition 2.3.3 Let L be an O-lattice in (V,Φ).

1. Then L# := {x ∈ V ; Φ(x, L) ⊆ O} is called the dual of L.

2. L is called integral if L ⊆ L#.

3. If there exists some fractional twosided ideal A of O such that AL# = L, then L is
said to be A-modular . The O-modular lattices are also called unimodular .

4. If E is commutative, then the index ideal [L# : L]O is called the volume of L and
will be denoted by v(L).

5. The scale s(L) is the set Φ(L,L) = {Φ(x, y) ; x, y ∈ L}.

6. The o-ideal generated by {QΦ(x) ; x ∈ L} is the norm n(L).

7. Let a be a fractional ideal of o. Then L is said to be a-maximal, if n(L) ⊆ a and
whenever L ⊆ L′ for some O-lattice L′ then n(L′) 6⊆ a.

8. Given a fractional left ideal A of O, let

LA := {x ∈ L ; Φ(x, L) ⊆ A} .

9. For a ∈ K∗, the rescaled lattice La denotes the module L in the hermitian
space (V, aΦ).

10. Suppose L = L1⊕L2 with some O-submodules Li such that Φ(L1, L2) = {0}. Then
L is called the orthogonal sum of L1 and L2. This will be denoted by L = L1 ⊥ L2.

Remark 2.3.4 Let L be an O-lattice in (V,Φ) with pseudo-basis (Ai, xi)1≤i≤m.

1. Let (x∗1, . . . , x
∗
m) be the basis of V , which is dual to (x1, . . . , xm) with respect to Φ.

Then

L# =

m⊕
i=1

A
−1
i x∗i .

In particular, L# is an O-lattice with pseudo-basis (A
−1
i , x∗i )1≤i≤m and (L#)# = L.
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2.4 Hermitian lattices over number fields

2. The scale s(L) is a twosided ideal of O. Moreover, the scale and norm of L can be
computed as follows:

s(L) =
∑

1≤i,j≤m
AiΦ(xi, xj)Aj ,

n(L) =

m∑
i=1

N(Ai)Φ(xi, xi) +
∑

1≤i<j≤m
T(AiΦ(xi, xj)Aj) .

3. If E is a field, then the volume v(L) is the fractional ideal of E generated by

{det(G(b)) ; b ⊂ L is linearly independent} .

4. Suppose L is A-modular. Then A = s(L), in particular, it make sense to call L a
modular lattice, since the ideal A can be recovered easily from L.

Proof. After taking completions, one may assume that L is a free O-module. The proofs
are then routine. �

Definition 2.3.5 Let (V ′,Φ′) be a hermitian space over E. Let L and L′ be O-lattices
in (V,Φ) and (V ′,Φ′) respectively.

1. The lattices L and L′ are isometric, denoted by L ∼= L′, if σ(L) = L′ for some
isometry σ : (V,Φ)→ (V ′,Φ′). Then σ is called a isometry from L to L′.

2. The lattices L and L′ are said to be similar , if L′ ∼= La for some a ∈ K∗.

3. The automorphism group of L is the group

Aut(L) := {σ ∈ U(V,Φ) ; σ(L) = L}

of all isometries from L on itself.

2.4 Hermitian lattices over number fields

Let K be a number field with maximal order o. Further, let (V,Φ) be a hermitian space
over E and fix some maximal order O in E.

For the remainder of this work, some more notation will be needed.

1. The space (V,Φ) is called (totally positive) definite, if K is totally real and QΦ(x)
is totally positive for all nonzero x ∈ V .

2. The set of all places of K will be denoted by Ω(K). For v ∈ Ω(K), let Kv be
the completion of K at v. Similarly Vv := V ⊗K Kv is the completion of V at v.
By linearity, the form Φ extends to Vv. Hence (Vv,Φ) is a hermitian space over
Ev := E ⊗K Kv.
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3. The set of all prime ideals of o will be denoted by P(o). The prime ideals are
identified with the finite places of K. Hence it makes sense to write P(o) ⊂ Ω(K).
Further, for p ∈ P(o) let ordp : Kp → Z ∪ {∞} be the usual p-adic valuation.

4. Let p ∈ P(o). The completion of o at p will be denoted by op. Moreover, if M is an
o-module, then Mp := M ⊗o op is the completion of M at p. In particular, given an
O-lattice L in (V,Φ), then Lp is an Op-lattice in (Vp,Φ).

5. Let K>0 = {a ∈ K∗ ; σ(a) > 0 for all real embeddings σ : K → R} be the subset
of totally positive elements. Further, let o>0 := K>0 ∩ o.

6. The free abelian group of all fractional ideals of o will be denoted by I(o) and

Cl(K) := Cl(o) := I(o)/{ao ; a ∈ K∗}
Cl+(K) := Cl+(o) := I(o)/{ao ; a ∈ K>0}

denote the class group and narrow class group of K (or o) respectively.

7. The group of roots of unity in a number field F will be denoted by µ(F ).

Theorem 2.4.1 (Local-Global Principle) Two hermitian spaces (V,Φ) and (V ′,Φ′)
over E are isometric, if and only if their completions (Vv,Φ) and (V ′v ,Φ

′) are isometric
at every place v ∈ Ω(K).

Proof. The problem was solved by H. Minkowski, H. Hasse, W. Landherr, M. Kneser
and T. Springer. For a proof, see for example [Sch85, Chapter 10]. �

In particular, the classification of hermitian spaces over E follows immediately from the
classification of hermitian spaces over R,C and non-Archimedean local fields. The latter
classification will be discussed in Chapter 3 while the first two cases are handled by
Proposition 2.1.5. For O-lattices, the Local-Global Principle does not hold in general.
This leads to the following definition.

Definition 2.4.2 Let L be an O-lattice in (V,Φ). The class and genus of L are

cls(L) := {L′ ⊂ V ; L′ is an O-lattice isometric to L} ,
gen(L) := {L′ ⊂ V ; L′ is an O-lattice such that Lp

∼= L′p for all p ∈ P(o)} .

So it makes sense to say that the Local-Global Principle holds for some O-lattice L in
(V,Φ) if and only if gen(L) = cls(L). In the indefinite case, one can usually tell a priori
for which lattices the Local-Global Principle holds, see Chapter 5 for details. If (V,Φ)
is definite, such a classification is much more difficult and it is actually the goal of this
work. First, an algorithm to compute isometries will be given. This allows to decide if
any O-lattice L′ lies in the same class as L.
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Lemma 2.4.3 Let L and L′ be O-lattices in (V,Φ). Further, let the Q-algebra E be
generated by the subset B ⊂ E. Given α ∈ E, the map

Fα : V × V → Q, (x, y) 7→ TK/Q(T(αΦ(x, y))) .

defines a rational bilinear form on the Q-vector space V . For any Q-linear map σ : V → V ,
the following statements are equivalent:

1. σ is an isometry of the O-lattices L and L′.

2. σ(L) = L′ and Fα(σ(x), σ(y)) = Fα(x, y) for all x, y ∈ V and all α ∈ B ∪ {1}.

Proof. Clearly, 1. implies 2. Suppose now 2. holds and let TE/K := TK/Q ◦T denote the
reduced trace of the Q-algebra E. Since the algebra E is separable over Q, the bilinear
form

E × E → Q, (α, β) 7→ TE/Q(αβ)

associated to TE/Q is non-degenerate, see [Rei03, Section 7c] for details. In particular,
F1 is non-degenerate. For α ∈ B and x, y ∈ V it follows that

F1(σ(αx), σ(y)) = F1(αx, y) = Fα(x, y) = Fα(σ(x), σ(y)) = F1(ασ(x), σ(y)) .

Hence σ(αx) = ασ(x). But then σ is E-linear, since B generates E as a Q-algebra. Thus

TE/Q(αΦ(x, y)) = Fα(x, y) = Fα(σ(x), σ(y)) = TE/Q(αΦ(σ(x), σ(y)))

for all x, y ∈ V and all α ∈ E. Since the bilinear form of TE/Q is non-degenerate, it
follows that σ ∈ U(V,Φ). �

Remark 2.4.4 Suppose (V,Φ) is definite. Then:

1. The form F1 of Lemma 2.4.3 is positive definite. Hence the number of isometries
between two O-lattices in (V,Φ) is finite.

2. In [PS97], W. Plesken and B. Souvignier present an algorithm to compute all
isometries between two Z-lattices preserving several rational bilinear forms, provided
at least one of the forms is positive definite. Hence one can compute isometries and
automorphism groups of O-lattices in (V,Φ) using this algorithm and Lemma 2.4.3.

3. Let L be an O-lattice in V . If E is commutative, then

µ(E)→ Aut(L), ε 7→ (v 7→ εv)

is a monomorphism. Hence #µ(E) divides # Aut(L).

Theorem 2.4.5 Let L be an O-lattice in (V,Φ). Then there exist finitely many lattices
L1, . . . , Lh ∈ gen(L) such that gen(L) =

⊎h
i=1 cls(Li). The number h is called the class

number of gen(L) (or L) and will be denoted by h(gen(L)) or h(L).
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Proof. The theorem is a special case of a much more general result of A. Borel on
algebraic groups [Bor63, Theorem 5.1]. Alternatively, it can also be deduced as follows.
The assertion is true for indefinite spaces due to strong approximation, for details see
Chapter 5. For definite spaces, the sum

∑
cls(M)∈gen(L)

1
# Aut(M) is a rational number

by Siegel’s Mass formula, c.f. Theorem 4.2.3. Further, the previous result shows that
Aut(M) can be viewed as a finite subgroup of GLmn(Q) and thus its order is bounded
from above by some constant depending only of nm by a result of H. Minkowski [Min87].
Hence the class number is finite. �

Remark 2.4.6 Two genera G and G′ of hermitian O-lattices are said to be similar , if
G′ = {La ; L ∈ G} for some a ∈ K∗. Since similar genera necessarily share the same
class number, the classification of all genera with a given class number reduces to the
enumeration of all similarity classes of such genera. This will turn out to be a finite
problem, provided that the rank of the lattices it not tiny, see Chapter 6 for details.

The concept of definite indecomposable lattices was introduced by M. Kneser for
quadratic lattices over Z. It readily generalizes to definite O-lattices in (V,Φ). This is
the last goal for this section.

Definition 2.4.7 Let L be an O-lattice in (V,Φ). The lattice L is said to be indecom-
posable, if it cannot be written as an orthogonal sum L = L1 ⊥ L2 with Li 6= {0}. A
vector v ∈ L is called indecomposable, if v cannot be written in the form v = v1 + v2 with
vi ∈ L− {0} and Φ(v1, v2) = 0.

Lemma 2.4.8 Let L be an O-lattice in (V,Φ). If (V,Φ) is definite, then every x ∈ L is
a sum of indecomposable vectors.

Proof. Without loss of generality, L is integral. If x is indecomposable, there is nothing
to show. If x is decomposable, then x = x1 + x2 with xi ∈ L− {0} and Φ(x1, x2) = 0. In
particular, 0 < TK/Q(QΦ(xi)) < TK/Q(QΦ(x)). The result follows by induction. �

Theorem 2.4.9 Let L be an O-lattice in (V,Φ). If (V,Φ) is definite, then L admits a
unique orthogonal decomposition L =⊥r

i=1 Li into indecomposable lattices L1, . . . , Lr.

Proof. The proof follows [Kne02, Satz (27.2)]. Let L = ⊥`
i=1 L

′
i be any orthogonal

decomposition. If x ∈ L is indecomposable, then x ∈ L′i for some i. Thus two indecom-
posable elements x and y with Φ(x, y) 6= 0 are necessarily in the same summand L′i.
Two indecomposable elements x, y ∈ L are said to be equivalent if and only if there
exists some indecomposable elements x = x1, . . . , xr = y ∈ L such that Φ(xi, xi+1) 6= 0
for all 1 ≤ i < r. This defines an equivalence relation on the set of indecomposable
elements of L. Since the equivalence classes give rise to an orthogonal decomposition of
(V,Φ) there are at most m := dimE(V ) such classes K1, . . . ,Kk say. Denote by Li the

O-submodule of L generated by Ki. Then L =⊥k
i=1 Li since each vector in L is a sum

of indecomposable ones. Moreover, each component Li is indecomposable and contained
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in L′j for some j.
To prove the uniqueness, assume that all L′j are also indecomposable. For 1 ≤ j ≤ `
let Ij = {1 ≤ i ≤ k | Li ⊆ L′j} and set Mj := ⊕i∈IjLi ⊆ L′j . It suffices to show that

L′j = Mj for all j since then |Ij | = 1. Let x ∈ L′j . Write x =
∑l

i=1 xi with xi ∈Mi ⊆ L′i
for all i. Since ⊕`i=1L

′
i = L this implies xi = 0 for all i 6= j. So Mj = L′j as claimed. �
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3 Hermitian lattices over complete discrete
valuation rings

The aim of this chapter is to give a brief overview on the classification of hermitian forms
over complete discrete valuation rings.

Unless stated otherwise, the field K will be complete with respect to a surjective,
discrete valuation ord: K → Z∪{∞}. Let o = {a ∈ K ; ord(a) ≥ 0} be the corresponding
valuation ring and let p = po = {a ∈ K ; ord(a) > 0} be the maximal ideal of o. Further,
the residue class field o/p is always assumed to be finite.

3.1 Local fields

Let q be the order of the residue class field o/p. The order of the quotient group o/(o∗)2

equals 2qord(2), see [O’M73, 63:9] for details. In particular, if K is non-dyadic, i.e. 2 ∈ o∗,
then o/(o∗)2 is isomorphic to C2. If K is dyadic however, the quotient o∗/(o∗)2 is much
larger. In this case an additional invariant, the so called quadratic defect, will be needed
for the classification of hermitian lattices. However, there is no need to make a general
assumption on the characteristic of o/p right now since most of the results in this section
hold whether K is dyadic or not.

Definition 3.1.1 Let a ∈ K. The quadratic defect d(a) of a is

d(a) :=
⋂
b∈K

(a− b2)o .

Lemma 3.1.2 Let a, b ∈ K.

1. Then d(ab2) = b2d(a) and d(a) = (0) if and only if a is a square.

2. If a ∈ o, then d(a) is the smallest ideal a of o such that a is a square modulo a.

3. If ord(a) is odd or ∞, then d(a) = ao. The converse is true for dyadic fields K.

4. If a ∈ o∗, then d(a) is one of the ideals

(0) ( 4o ( 4p−1 ( 4p−3 · · · ( p3 ( p .

Conversely, every such ideal is the quadratic defect of some element in o∗. More
precisely, if 1 ≤ v < ord(4) is odd and u ∈ o∗, then d(1 + pvu) = pv. The existence
of a unit of quadratic defect 4o follows from Theorem 3.1.7 and the fact that K
admits an unramified quadratic field extension.
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3 Hermitian lattices over complete discrete valuation rings

Proof. A proof of these assertions is given in [O’M73, Section 63]. �

Quadratic defects can be computed efficiently using the following lifting argument.

Algorithm 3.1.3 QuadraticDefect(a)

Input: Some element a ∈ K.
Output: The quadratic defect d(a).
1: if ord(a) is odd or ∞ then return ao.
2: if ord(a) 6= 0 then return a ·QuadraticDefect(a/pord(a)).
3: if ord(2) = 0 then return (0) if a is a square mod p and return o otherwise.
4: Compute s ∈ o∗ such that s2a ≡ 1 (mod p). Replace a by as2.
5: Set v = ord(a− 1) ≥ 1.
6: while v < ord(4) and v is even do
7: Compute s ∈ o∗ such that s2 ≡ (a− 1)/pv (mod p).
8: Replace a by a/(1 + spv/2)2 and set v = ord(a− 1).
9: end while

10: if v < ord(4) is odd then
11: return pv.
12: else if v = ord(4) and X2 +X + (a− 1)/4 ∈ (o/p)[X] is irreducible then
13: return 4o.
14: else
15: return (0).
16: end if

Proof. By Lemma 3.1.2, the first three steps are correct. So one may suppose that K
is dyadic and a ∈ o∗. Lines 6–9 replace a with some element in the same square class
(which does not affect the quadratic defect) such that ord(a − 1) gets larger in each
iteration. In particular, the algorithm terminates. By Hensel’s Lemma, d(a) = (0)
whenever v > ord(4) and Lemma 3.1.2 shows that d(a) = pv whenever v < ord(4) is odd.
This leaves only the case a = 1 − 4δ with δ ∈ o∗. Again, the previous Lemma shows
that d(a) = 4o or a is a square. By Hensel’s Lemma, the latter condition holds if and
only if (1 − 4δ) ≡ (1 + 2x)2 (mod 4p) has a solution x ∈ o. But this is equivalent to
X2 +X + δ ∈ (o/p)[X] being reducible. �

Remark 3.1.4 The proof of Algorithm 3.1.3 shows the following.

1. Let a ∈ o∗. Then there exists some u ∈ o∗ such that u2a = 1 + d for some d ∈ o
with do = d(x).

2. Let ∆ = 1 + 4% ∈ o∗ such that d(∆) = %o = 4o. Let f(X) = X2 + uX + u2% ∈ o[X]
with u ∈ o∗. Then the image of f under the canonical epimorphism o[X]→ (o/p)[X]
is irreducible. By Hensel’s Lemma, f itself must be irreducible.

Lemma 3.1.5 Let F be a field such that

• F is finite or
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3.1 Local fields

• F is a non-dyadic local field which is complete with respect to a disrete valuation
and whose residue class field is finite.

Then F = {x2 + y2 ; x, y ∈ F}.

Proof. By Hensel’s Lemma, one may assume that q := |F | is finite. The case that q is
even is trivial. Suppose now that q is odd. If F 2, the set of squares in F , is closed under
addition, it would be a subgroup of (F,+). But this is impossible, since #F 2 = q+1

2 does
not divide q. �

Definition 3.1.6 For non-zero elements a, b in a local field F , the Hilbert symbol is
defined as

(a, b) :=

{
+1 if ax2 + by2 = z2 has a non-zero solution (x, y, z) ∈ F 3,

−1 otherwise.

So (a, b) = +1 if and only if the quadratic form 〈a, b〉 represents 1. Hence (a, b) = +1 for
all a, b ∈ C. Similarly, if F = R, then (a, b) = −1 if and only if a, b are both negative.

Theorem 3.1.7 Let ∆ ∈ o∗ be an element of quadratic defect 4o.

1. (a,∆) = (−1)ord(a) for all a ∈ K∗.

2. If K is non-dyadic and a, b ∈ K such that ord(a) ≡ ord(b) ≡ 0 (mod 2), then
(a, b) = +1.

3. The Hilbert symbol is a symmetric, non-degenerate bilinear form on the F2-vector
space K∗/(K∗)2. Non-degenerate means that if a ∈ K∗ − (K∗)2 then (a, b) = −1
for some b ∈ K∗.

4. If E ∼= K[x]/(x2 − a) for some a ∈ K∗, then b ∈ N(E∗) if and only if (a, b) = 1.

In particular, K∗/N(E∗) ∼=

{
C1 if a ∈ (K∗)2,

C2 if a /∈ (K∗)2.

5. The field E = K(
√

∆) is the unique unramified quadratic extension of K and
N(E∗) = {a ∈ K∗ ; ord(a) ∈ 2Z}. In particular, {a ∈ o∗ ; d(a) = 4o} = ∆(o∗)2.

Proof. For a proof the first assertion, see [O’M73, 63.11a]. For the second, one may
assume that a, b ∈ o∗. Moreover, there is nothing to show if a or b is a square. So without
loss of generality a = b. But then 〈a, b〉 represents 1 by Lemma 3.1.5.
3. The Hilbert symbol is certainly symmetric and depends only on the square classes
of a and b. The linearity follows from the characterization in 4. using relative norms.
The proof on the non-degeneracy is more involved. By 1. one may assume that a ∈ o∗.
Without loss of generality, ∆ ≡ 1 (mod 4o) and a = 1 + c such that co = d(a). Again
by 1., the case co ⊆ 4o is trivial. So only the case that K is dyadic and ord(c) is odd
remains. Let b := ∆− a. Then 〈a, b〉 ∼= 〈∆,∆ab〉 shows that

(a, b) = (∆,∆ab) = (−1)ord(∆ab) = (−1)ord(b) = (−1)ord(c) = −1 .
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3 Hermitian lattices over complete discrete valuation rings

The fourth assertion is now clear. Further, E = K(
√
a) is unramified over K if and only

if N(E∗) = {a ∈ K∗ ; ord(a) ∈ 2Z}. By 1. and 3. the latter condition is equivalent to
a ∈ ∆(K∗)2. This proves the last part. �

Theorem 3.1.8 Let E =
(
a, b
F

)
be a quaternion algebra over some local field F of

characteristic 0 and let E0 := {α ∈ E ; trE/F (α) = 0} be its trace zero subspace.

1. The following statements are equivalent:

a) E is a skewfield.

b) The quaternary quadratic space (E,nrE/F ) over F is anisotropic.

c) The ternary quadratic space (E0, nrE/F ) over F is anisotropic.

d) (a, b) = −1.

2. If F = R, then E is a skewfield if and only if E ∼=
(
−1,−1

R

)
.

3. If F = K, then the quadratic space (E,nrE/K) is universal, i.e. nrE/K(E∗) = K∗.

Moreover, E is a skewfield if and only if E ∼=
(

∆, p
K

)
.

Proof. 1. The Structure Theorem of Artin-Wedderburn implies that the F -algebra E
is either a skewfield or isometric to F 2×2. Hence a), b) and c) are certainly equivalent.
Further, (E0,nrE/F ) ∼= 〈−a,−b, ab〉 is anisotropic if and only if 〈b, a, 1〉 is so. But the
latter condition is equivalent to (a, b) = −1.

2. The first assertion shows that E =
(
a, b
R

)
is a skewfield if and only if a, b < 0. If this

is the case, then E ∼=
(
−1,−1

R

)
.

3. The previous theorem and part 1d) show that
(

∆, p
K

)
is a skewfield. The fact

that all quaternion skewfields over K are isometric follows from the structure of the
Brauer group of K, see for example [Rei03, Theorem 31.8]. Finally, if E ∼= K2×2 then

clearly nrE/K(E∗) = K∗ and if E ∼=
(

∆, p
K

)
then nrE/K(E∗) contains −p as well as

{x ∈ K∗ ; ord(x) ∈ 2Z}. Thus nrE/K(E∗) = K∗ for any quaternion algebra E over K.�

Note that Hilbert symbols can be evaluated efficiently as explained in [Voi13]. Thus,
given b ∈ K∗, one can constructively decide if b ∈ N(E∗) as follows.

1. If E = K, then b ∈ N(E∗) = (K∗)2 if and only if d(a) = (0).

2. If E = K[x]/(x2 − a) then b ∈ N(E∗) if and only if (a, b) = 1.

3. If E is a quaternion algebra over K, then b ∈ N(E∗).
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3.2 Hermitian spaces over local fields

3.2 Hermitian spaces over local fields

This section recalls the well known classification of hermitian spaces over K.

Definition 3.2.1 Let (V,Φ) ∼= 〈a1, . . . , am〉 be a regular quadratic space over E = K.

1. The Hasse invariant c(V,Φ) :=
∏
i<j(ai, aj) ∈ {±1} is independent of the chosen

orthogonal basis.

2. The Witt invariant is defined by

ω(V,Φ) :=


c(V,Φ) if m ≡ 1, 2 (mod 8),

c(V,Φ) · (−1,−det(Φ)) if m ≡ 3, 4 (mod 8),

c(V,Φ) · (−1,−1) if m ≡ 5, 6 (mod 8),

c(V,Φ) · (−1,det(Φ)) if m ≡ 7, 0 (mod 8).

Theorem 3.2.2 The isometry type of any regular quadratic space (V,Φ) over K is
uniquely determined by its rank m, its determinant d and its Hasse invariant c. Further,
(V,Φ) is isotropic if and only if either

• m = 2 and −d ∈ (K∗)2.

• m = 3 and c = (−1,−d).

• m = 4 and (d /∈ (K∗)2 or c = (−1,−1)).

• m ≥ 5.

Proof. See for example [O’M73, Chapter 63]. �

The previous result shows that there is a unique anisotropic, quaternary quadratic
space over K (up to isometry). By Theorem 3.1.8, this space must be a quaternion skew
field over K equipped with its reduced norm form and it is universal.

Theorem 3.2.3 Let (V,Φ) be a regular hermitian form over E 6= K of rank m and
determinant d.

1. If dimK(E) = 2, then (V,Φ) ∼= 〈1, . . . , 1, d〉.

2. If dimK(E) = 4, then (V,Φ) ∼= 〈1, . . . , 1〉.

In particular, the isometry type of (V,Φ) is uniquely determined by m and d ∈ K∗/N(E∗).

Proof. By Theorem 2.1.4, (V,Φ) ∼= 〈a1, . . . , am〉 for some ai ∈ K∗. Thus the result is
certainly true whenever N(E∗) = K∗. So only the case that E/K is a quadratic field
extension remains. Without loss of generality one may assume that m = 2. It suffices to
show that Φ represents 1. This is certainly the case if Φ is isotropic. If Φ and thus QΦ

are non-isotropic, then Φ is universal by the comment just before this theorem. So Φ
represents 1 in any case. �
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3 Hermitian lattices over complete discrete valuation rings

Corollary 3.2.4 Let (V,Φ) be a regular hermitian form over E 6= K of rank m and
determinant d.

1. If dimK(E) = 2, then (V,Φ) is isotropic if and only if either

• m = 2 and −d ∈ N(E∗) or

• m ≥ 3.

2. If dimK(E) = 4, then (V,Φ) is isotropic if and only if m ≥ 2.

Proof. This follows immediately from the previous theorem. �

3.3 Jordan decompositions

Let ∆ = 1−4% ∈ o∗ such that d(∆) = 4%o = 4o. In this section, the following conventions
will be used.

• If E/K is an unramified quadratic field extension, then E = K(
√

∆).

• If E is a quaternion skewfield over K, then E =
(

∆, p
K

)
.

• If E is a (skew-)field, then O denotes the maximal o-order in E and Ord is the
usual surjective, discrete valuation of E with valuation ring O.

• If E = K⊕K, letO = o⊕o and let Ord: E → Z∪{∞}, (a, b) 7→ min(ord(a), ord(b)).

• If E = K2×2, let O = o2×2 and let

Ord: E → Z ∪ {∞},
(
a b
c d

)
7→ min(ord(a), ord(b), ord(c), ord(d)) .

Let P = πO be the largest integral twosided ideal of O that contains pO and that is
invariant under the involution .

• Given a, b ∈ K, let A(a, b) denote the matrix
(
a 1
1 b

)
.

• For any integer i, let H(i) be a binary hermitian O-lattice with Gram matrix(
0 πi

πi 0

)
. Further, for any non-negative integer r, let H(i)r denote the orthogonal

sum of r copies of H(i).

Finally, (V,Φ) denotes some regular hermitian space over E.
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3.3 Jordan decompositions

3.3.1 The generic case

Definition 3.3.1 An orthogonal sum⊥t
i=1 Li of O-lattices in (V,Φ) is called a Jordan

decomposition if the sublattices Li are Psi-modular such that s1 < s2 < . . . < st. Two

Jordan decompositions⊥t
i=1 Li and⊥t′

i=1 L
′
i are said to be of the same Jordan type if

t = t′ and for 1 ≤ i ≤ t the following conditions hold:

1. rank(Li) = rank(L′i).

2. s(Li) = s(L′i).

3. n(Li)O = s(Li) if and only if n(L′i)O = s(L′i).

The fact that every O-lattice in (V,Φ) has some Jordan decomposition follows from
the following algorithm.

Algorithm 3.3.2 JordanDecomposition(L)
Input: An O-lattice L in (V,Φ).
Output: An orthogonal decomposition of L into modular sublattices of rank at most 2.

1: Let (e1, . . . , em) be an O-basis of L.
2: Set o := min{Ord(Φ(ek, e`)) ; 1 ≤ k, ` ≤ m}.
3: Let (i, j) ∈ {1, . . . ,m}2 with i = j if possible, such that Ord(Φ(ei, ej)) = o.
4: if i 6= j and there exists some λ ∈ O such that Ord(T(λΦ(ei, ej))) = o then
5: Replace ei by ei + λej
6: Set j := i.
7: end if
8: if i=j then
9: Swap e1 with ei.

10: for 2 ≤ k ≤ m do
11: Replace ek by ek − Φ(ek,e1)

Φ(e1,e1)e1.
12: end for
13: Set r := 1.
14: else
15: Swap e1 with emin{i,j} and e2 with emax{i,j}.
16: for 3 ≤ k ≤ m do
17: Replace ek by

ek −
Φ(ek, e2)Φ(e2, e1)− Φ(ek, e1)Φ(e2, e2)

N(Φ(e1, e2))− Φ(e1, e1)Φ(e2, e2)
e1

− Φ(ek, e1)Φ(e1, e2)− Φ(ek, e2)Φ(e1, e1)

N(Φ(e1, e2))− Φ(e1, e1)Φ(e2, e2)
e2 .

18: end for
19: Set r := 2.
20: end if
21: return

∑
i≤rOei ⊥ JordanDecomposition(

∑
i>rOei).
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3 Hermitian lattices over complete discrete valuation rings

Theorem 3.3.3 Every O-lattice L in (V,Φ) admits a Jordan decomposition. Further,
any two Jordan decompositions of L are of the same Jordan type.

Proof. The existence follows from Algorithm 3.3.2. For the uniqueness, note that the
proof given by O’Meara in [O’M73, Theorem 91.9] for the quadratic case carries over
unchanged. �

In most cases, such an element λ from line 4 of Algorithm 3.3.2 exists. Below are some
partial results.

Lemma 3.3.4 Let α ∈ E such that Ord(α) = o.

1. If E = K is non-dyadic, then Ord(T(1 · α)) = o.

2. If E/K is an unramified quadratic field extension, then Ord(T(λα)) = o for

λ = po/α ·

{
1 if K is non-dyadic,
1+
√

∆
2 if K is dyadic.

3. If E/K is a ramified quadratic extension, K is non-dyadic and i is even, then
Ord(T(λα)) = o for λ = p

o
2 /α ∈ O∗.

4. If E ∼= K ×K or E ∼= K2×2, then Ord(T(λα)) = o for some idempotent λ ∈ O.

5. If E is a quaternion skewfield and o is even, then Ord(T(λα)) = o for

λ = p
o
2 ·

{
α−1 if K is non-dyadic,
1+
√

∆
2 α−1 if K is dyadic.

Proof. This follows from direct verifications. �

The above result immediately yields a classification of modular lattices in almost all
cases.

Proposition 3.3.5 Let L be a Pi-modular O-lattice in (V,Φ).

1. If E = K is non-dyadic, then L ∼= 〈pi, . . . , pi, det(L)pi(1−m)〉.

2. If E ∼= K ×K or E ∼= K2×2 or E/K is an unramified quadratic field extension
then L ∼= 〈pi, . . . , pi〉.

3. If E/K is a ramified quadratic field extension, K is non-dyadic and i is even, then
L ∼= 〈pi/2, . . . , pi/2, det(L)pi(1−r)/2〉.

4. If E is a quaternion skewfield and i is even, then L ∼= 〈pi/2, . . . , pi/2〉.

5. If E/K is a ramified quadratic field extension, K is non-dyadic and i is odd, then
m is even and L ∼= H(i)m/2.
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3.3 Jordan decompositions

6. If E is a quaternion skewfield over K and i is odd, then m is even and L ∼= H(i)m/2.

Proof. 1.–4.: From Algorithm 3.3.2 and Lemma 3.3.4 it follows that L admits an ortho-
gonal basis. Thus 2. and 4. follow immediately from N(O∗) = o∗. For the proof of 1.
and 3., it suffices to show that the form 〈ε, ε〉 represents 1 where ε ∈ o∗ denotes some
non-square. But this follows immediately from Lemma 3.1.5.
5.–6.: Since i is odd, no rank-one submodule of L has an orthogonal complement in
L. From Algorithm 3.3.2 it follows that m is even. So it suffices to discuss the case
m = 2. After rescaling, one may also assume that i = 1. Thus L has a Gram matrix
( a ππ b ) for some a, b ∈ p. But then det(V,Φ) = ab−N(π) = −N(π)(1 + c) for some c ∈ p.
Corollary 3.2.4 shows that (V,Φ) must be isotropic. Let x be some primitive, isotropic
vector of L. Then L admits some O-basis (x, y) with corresponding Gram matrix

(
0 π
π d

)
for some d ∈ p. Let

λ =

{
(1+
√

∆)
2 dπ−1 if dimK(E) = 4 and K is dyadic,

1
2dπ

−1 otherwise.

Then λ ∈ O and the O-basis (x, y − λx) of L has Gram matrix ( 0 π
π 0 ). �

The previous result allows a classification of hermitian O-lattices in all but two cases.

Theorem 3.3.6 Let (V,Φ) and (V ′,Φ′) be hermitian spaces over E. Let L =⊥t
i=1 Li

and L′ =⊥t′

i=1 L
′
i be Jordan decompositions of O-lattices in (V,Φ) and (V ′,Φ′) respect-

ively. Suppose that E does not satisfy any of the following two conditions.

• E = K is dyadic.

• E is a ramified quadratic field extension of the dyadic field K.

Then the following statements are equivalent.

1. The lattices L and L′ are isometric.

2. The lattices Li and L′i are isometric for all 1 ≤ i ≤ t = t′.

3. The hermitian spaces (ELi,Φi) and (EL′i,Φ
′
i) are isometric for all 1 ≤ i ≤ t = t′.

Here Φi and Φ′i denote the restrictions of Φ and Φ′ to ELi and EL′i respectively.

4. The hermitian spaces (V,Φ) and (V ′,Φ′) are isometric, L and L′ are of the same
Jordan type and the following assertions hold.

• If E = K then det(Li)/ det(L′i) ∈ (o∗)2 for all 1 ≤ i ≤ t.

• If E/K is a ramified field extension then det(Li)/ det(L′i) ∈ N(O∗) for all
1 ≤ i ≤ t with s(Li) is even.
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3 Hermitian lattices over complete discrete valuation rings

Proof. Proposition 3.3.5 and the classification of hermitian spaces over local fields given
in Section 3.2 show that 2., 3. and 4. are equivalent. Moreover, 2. certainly implies 1.
Suppose now 1. holds. Let ϕ : L → L′ be an isometry. By Theorem 3.3.3, isometric
lattices are of the same Jordan type. Hence Proposition 3.3.5 shows that L and L′

are isometric whenever E 6= K and E/K is a not a ramified quadratic field extension.
Suppose now E = K or E/K is a ramified quadratic field extension. Then L1/PL1

and L′1/PL
′
1 are hermitian spaces over O/P of the same rank. Let τ : L′ → L′1 be the

canonical projection. Then

L1/PL1 → L′1/PL1, x+ pL1 7→ τ(ϕ(x)) + pL′1

induces an isometry of hermitian spaces and thus det(L1) ≡ det(L1) (mod p). Hence
det(L1)/ det(L1) ∈ N(O∗). The same argument applied to Ls(Li) and (L′)s(Li) shows that
det(Li)/det(Li) ∈ N(O∗) for all 2 ≤ i ≤ t. �

The two remaining cases are much more involved. They will be discussed in the next
sections.

3.3.2 The quadratic, dyadic case

In this section, let E = K be dyadic. The classification of quadratic lattices over K is
due to T. O’Meara. In this case, more invariants are needed to distinguish the isometry
classes of o-lattices.

Definition 3.3.7 Let L be an o-lattice in (V,Φ) and let a be a fractional ideal of o.

1. For a, b ∈ K∗, the equivalence relation a ∼= b mod a is defined as

a/b ∈ o∗ and d(a/b) ⊆ a/b .

2. The norm group g(L) is the additive subgroup QΦ(L)+2s(L) of (K,+). An element
α ∈ g(L) is called a norm generator of L if αo = n(L).

3. Since 2s(L) ⊆ g(L), there exists a maximal fractional ideal m(L) contained in g(L).
Then the weight w(L) is the fractional ideal 2s(L) + pm(L).

Proposition 3.3.8 The scale, norm and weight of an o-lattice L in (V,Φ) satisfy the
following conditions.

1. 2s(L) ⊆ w(L) ⊆ g(L) ⊆ n(L) ⊆ s(L).

2. w(L) = n(L) if and only if n(L) = 2s(L).

3. If ord(n(L)) + ord(w(L)) is even, then w(L) = 2s(L).

Proof. See [O’M73, Section 93]. �

Norm generators and weights can be computed easily using the following result.
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3.3 Jordan decompositions

Lemma 3.3.9 Let L be a o-lattice in (V,Φ) with basis (x1, . . . , xm).

1. If n(L) = 2s(L) let α be any generator of n(L); otherwise let α = QΦ(xi) for some
1 ≤ i ≤ m that makes αo maximal. Then α is a norm generator of L.

2. If α′ is any norm generator of L, then

w(L) = 2s(L) +
m∑
j=1

α′d(QΦ(xj)/α
′) .

3. γ ∈ K is a norm generator of L if and only if α ∼= γ mod w(L).

Proof. See [O’M73, Section 93]. �

Norm generators and weights are enough to distinguish isometry classes of modular
lattices.

Theorem 3.3.10 Let i ∈ Z. Let L and L′ be pi-modular o-lattices in (V,Φ) with norm
generators α and α′ respectively. Then the following statements are equivalent:

1. L and L′ are isometric.

2. L and L′ represent the same numbers, i.e. g(L) = g(L′).

3. w(L) = w(L′) and α ∼= α′ mod w(L).

Proof. See [O’M73, Theorem 93:16 and 93:4]. �

Proposition 3.3.11 Let L be a unimodular lattice in (V,Φ) with determinant d ∈ o∗

and weight w(L) = pb. Let ∆ = 1− 4% ∈ o∗ such that d(∆) = 4%o = 4o.

1. If m = dimK(V ) = 2r + 1 is odd, then either b = e or b < e is odd.

a) If ω(V,Φ) = +1, then

L ∼= 〈A(pb, 0)〉 ⊥ 〈(−1)rd〉 ⊥ H(0)r−1 .

b) If ω(V,Φ) = −1, then b < e and

L ∼= 〈A(pb, 4%p−b)〉 ⊥ 〈∆−1(−1)rd〉 ⊥ H(0)r−1 .

2. Suppose m = dimK(V ) = 2r is even. Let α be a norm generator of L and let γ ∈ o
such that disc(L) = (1 + γ) · (o∗)2 and d(1 + γ) = γo. Then γ ∈ n(L)w(L) and L is
isometric to one of the following lattices.

a) If ord(α) + b is even, then b = e and

L ∼= 〈A(α,−γα−1)〉 ⊥ H(0)r−1 . (I)
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3 Hermitian lattices over complete discrete valuation rings

b) If r = 1 and ord(α) + b is odd, then

L ∼= 〈A(α,−γα−1)〉 . (II)

Further, either e = b or e > b = ord(γ)− ord(α).

c) If r ≥ 2 and ord(α) + b is odd, then L is isometric to either

〈A(α,−γα−1)〉 ⊥ 〈A(pb, 0)〉 ⊥ H(0)r−2 or (IIIa)

〈A(α,−(γ − 4%)α−1)〉 ⊥ 〈A(pb, 4%p−b)〉 ⊥ H(0)r−2 . (IIIb)

Proof. This is a consequence of Theorem 3.3.10. See [O’M73, Examples 93:17–18] for
details. �

Remark 3.3.12 Suppose the notation of Proposition 3.3.11. Witt symbols can be
used to distinguish between lattices of type (IIIa) and (IIIb). More precisely, suppose
dimK(V ) = 2r ≥ 4. Then any unimodular o-lattice L in (V,Φ) with ord(n(L)w(L)) odd
is of type (IIIa) if and only if ω(V,Φ) equals the Hilbert symbol (α, 1 + γ).

Let L = ⊥s
j=1 Li be a Jordan decomposition. Let si := s(Li) and wi = w(Lsi).

Further pick some norm generator αi of Lsi . Then

(t, s1, . . . , st, α1, . . . , αt,w1, . . . ,wt)

are called the fundamental invariants of L. Using the fundamental invariants of L, one
defines the ideals f1, . . . , ft−1 by

fis
2
i =

{
αiαi+1o if ord(αiαi+1) is odd

d(αiαi+1) + αiwi+1 + αi+1wi + 2sip
ord(αiαi+1)/2 otherwise.

Suppose that the lattices L and L′ have the fundamental invariants (t, si, αi,wi) and
(t′, s′i, α

′
i,w
′
i) respectively. The lattices L and L′ are said to have the same fundamental

invariants if t = t′ and for all 1 ≤ i ≤ t:

si = s′i, wi = w′i and αi ∼= α′i mod wi .

Isometric lattices have the same fundamental invariants. Conversely, T. O’Meara proved
the following classification.

Theorem 3.3.13 ([O’M73, Theorem 93:28]) Let L and L′ be lattices in (V,Φ). Let
L1 ⊥ . . . ⊥ Lt and L′1 ⊥ . . . ⊥ L′t be Jordan decompositions of L and L′ respectively.
Suppose that L and L′ have the same fundamental invariants (t, si, αi,wi). Then L and
L′ are isometric if and only if the following conditions hold for all 1 ≤ i ≤ t− 1:

1. detL(i)/ detL′(i)
∼= 1 mod fi.

2. The quadratic space KL(i) embeds into KL′(i) ⊥ 〈αi+1〉 when fi ( 4αi+1w
−1
i+1.

3. The quadratic space KL(i) embeds into KL′(i) ⊥ 〈αi〉 when fi ( 4αiw
−1
i .

Here L(i) = L1 ⊥ . . . ⊥ Li and L′(i) = L′1 ⊥ . . . ⊥ L′i.
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3.3.3 The hermitian, ramified dyadic case

Let E/K be a ramified quadratic field extension and suppose that K is dyadic. Let π be
a generator of P. Then p := ππ is a generator of p.

Further, let D−1 := {α ∈ E ; T(αO) ⊆ o} be the inverse different of E/K. Then
D = πeO for some e ≥ 2 and

T(D−1) = T(πD−1) = o .

Thus for any i ∈ Z
T(πiO) = T(πi+eD−1) = pb

i+e
2
c .

Similar to the quadratic defect, is the concept of the normic defect.

Definition 3.3.14 The normic defect of a ∈ K is defined by

dE(a) :=
⋂
β∈E

(a−N(β))o .

For any fractional ideal a of o, there is an equivalence relation on K∗ defined by

a ∼= b mod a :⇐⇒ a/b ∈ o∗ and a/b−N(α) ∈ a for some α ∈ O .

Remark 3.3.15 Let a, b ∈ K. Then

1. a ∈ N(E) if and only if dE(a) = (0).

2. dE(a) ⊆ ao.

3. dE(na) = ndE(a) for all n ∈ N(E).

4. a = N(α) + b for some α ∈ E and bo = dE(a).

5. If a, b are non-zero, then a ∼= b mod a if and only if a/b ∈ o∗ and dE(a/b) ⊆ a.

In view of Remark 3.3.15/3 it suffices to discuss the normic defect of elements in the
non-trivial coset of o∗/N(O∗) ∼= C2.

Lemma 3.3.16 If a ∈ o∗ −N(O∗), then dE(a) = pe−1.

Proof. See for example [Joh68, Proposition 6.1]. �

Corollary 3.3.17 There exists some u = 1 + u0 ∈ o∗ such that dE(u) = pe−1 = u0o and
o∗ = N(O∗) ] uN(O∗).

Using methods similar to [O’M73, Chapter 93], R. Jacobowitz proved the following
classification.
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3 Hermitian lattices over complete discrete valuation rings

Theorem 3.3.18 ([Jac62, Theorem 11.4]) Let (V,Φ) and (V ′,Φ′) be two hermitian

spaces over E. Let L =⊥t
i=1 Li and L′ =⊥t′

i=1 L
′
i be Jordan decompositions of O-lattices

in (V,Φ) and (V ′,Φ′) respectively. Then L and L′ are isometric if and only if the following
conditions hold:

1. L and L′ are of the same Jordan type.

2. det(L)/ det(L′) ∈ N(O∗).

3. ni := n(Ls(Li)) = n(Ls(L′i)) for all 1 ≤ i ≤ t.

4. det(L1 ⊥ . . . ⊥ Li)/ det(L′1 ⊥ . . . ⊥ L′i)
∼= 1 mod o ∩ nini+1s(Li)

−2 for all
1 ≤ i < t.

Corollary 3.3.19 Let L and L′ be Pi-modular O-lattices in (V,Φ) for some i ∈ Z. Then
the following statements are equivalent:

1. L and L′ are isometric.

2. L and L′ represent the same numbers.

3. n(L) = n(L′).

Corollary 3.3.20 Let L be a Pi-modular O-lattice in (V,Φ) and let m be the rank of V
over E.

1. If m = 2r + 1 is odd, then i is even and

L ∼= 〈upi/2〉 ⊥ H(i)r where uN(O∗) = disc(L)p−mi/2 ∈ o∗/N(O∗) .

In particular, n(L)O = s(L).

2. Suppose m = 2r + 2 is even and (V,Φ) is hyperbolic. Let n(L) = pk. Then

πiD ⊆ pkO ⊆ πiO and L ∼= 〈
(
pk πi

πi 0

)
〉 ⊥ H(i)r

Conversely, any O-lattice with such a Gram matrix is Pi-modular with norm pk.
In particular, L ∼= H(i)r+1 if and only if pk = T(πiO).

3. Suppose m = 2r + 2 is even and (V,Φ) is not hyperbolic. Let n(L) = pk and let u0

be as in Corollary 3.3.17. Then

πiD ( pkO ⊆ πiO and L ∼= 〈
(
pk πi

πi −pi−ku0

)
〉 ⊥ H(i)r

Conversely, any O-lattice with such a Gram matrix is Pi-modular with norm pk.
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3.4 Construction of global hermitian spaces defined by local invariants

3.4 Construction of global hermitian spaces defined by local
invariants

In this section, let K be a number field. The goal of this section is the following: Given
local invariants which determine a unique isometry class of hermitian spaces over E,
compute a Gram matrix of such a space.

For any place v ∈ Ω(K), the Hilbert symbol of Kv will be denoted by ( , )v. The real
embeddings of K will be denoted by σ1, . . . , σr : K → R.

Given a, b ∈ K∗, Theorem 3.1.7 shows that the set {v ∈ Ω(K) ; (a, b)v = −1} is finite.
The product formula for Hilbert symbols (c.f. [O’M73, Theorem 71.18]) states that∏

v∈Ω(K)

(a, b)v = 1 .

In other words, the set {v ∈ Ω(K) ; (a, b)v = −1} has even cardinality.

The construction of global hermitian spaces with given local invariants can be reduced
to the following important sub-problem.

Algorithm 3.4.1

Input: A finite subset S ⊂ Ω(K) of even cardinality and some b ∈ K∗ such that
b /∈ (K∗v )2 for all v ∈ S.

Output: Some a ∈ o such that {v ∈ Ω(K) ; (a, b)v = −1} = S.
1: Set S′ := {σi /∈ S ; σi(b) < 0} ∪ {p ∈ P(o)− S ; p | 2 or ordp(b) 6= 0}.
2: Set P := (S ∪ S′) ∩ P(o).

3: Let G be the elementary abelian 2-group C#S
2 × C#S′

2 and let

ϕ : K∗ → G, a 7→ [((a, b)v)v∈S , ((a, b)v)v∈S′ ] .

4: Set v := [(−1)v∈S , (+1)v∈S′ ] ∈ G.
5: Let {g1, . . . , ge} be a set of generators of o∗.
6: repeat
7: Pick a random prime ideal q ∈ P(o)− P .
8: Let {ge+1o, . . . , gfo} with gi ∈ o generate the kernel of the homomorphism

〈P ∪ {q}〉 ≤ I(o)→ Cl(o), a 7→ [a] .

9: until v ∈ 〈ϕ(g1), . . . , ϕ(gf )〉 ≤ G
10: Write v =

∏
j∈J ϕ(gj) for some index set J ⊆ {1, . . . , f}.

11: return a :=
∏
j∈J gj ∈ o.

Proof. Provided that the algorithm terminates, its output is correct, since by construction

• (a, b)v = −1 for all v ∈ S.

• (a, b)v = +1 for all v ∈ S′ − {q}.
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3 Hermitian lattices over complete discrete valuation rings

• (a, b)v = +1 for all v ∈ Ω(K)− (S ∪ S′ ∪ {q}).
Hence (a, b)v is correct at all but possibly one place. Thus it is correct everywhere by
the product formula for Hilbert symbols.

Also note that there exists some solution a′ ∈ o by [O’M73, Theorem 71.19]. Let D be
the divisor 4

∏
p∈P p ·

∏
i σi of K. By Chebotarev’s density theorem, the prime ideals of o

are equally distributed over the classes of the ray class group modulo D. In particular,
the class of a′o is represented by some prime ideal q. Conversely, any such ideal q yields
a solution a ∈ o which is supported at P ∪ {q}. So the algorithm terminates. �

The following remark shows that the above algorithm allows the construction of
quaternion algebras with given ramification as well as hermitian spaces over E 6= K
defined by local invariants.

Remark 3.4.2

1. Algorithm 3.4.1 requires the computation of the unit and class groups of o. But
other than that, it only makes use of linear algebra over F2.

2. A quaternion algebra E =
(
a,b
K

)
is said to be ramified at v ∈ Ω(K) if and only if Ev

is a skew field. By Theorem 3.1.8, this is equivalent to (a, b)v = −1. In particular,
the set of all places at which E is ramified is finite, of even cardinality and contains
no complex places. Conversely, let S ⊂ Ω(K) be a finite subset of even cardinality
which contains no complex infinite place. By weak approximation, there exists some
b ∈ K∗ such that b /∈ (K∗v )2. Let a ∈ o such that {v ∈ Ω(K) ; (a, b)v = −1} = S as

computed by the Algorithm 3.4.1. Then
(
a, b
K

)
is ramified exactly at the places in S.

Note that the set S uniquely determines the isomorphism class of
(
a, b
K

)
by the

theorem of Hasse-Brauer-Noether-Albert, see [Rei03, Theorem 32.11] for details.

3. Suppose E = K(
√
b) is a quadratic field extension of K. Let (V,Φ) be a regular

hermitian space over E of rank m ≥ 1 and determinant dN(E∗) ∈ K∗/N(E∗). Let
v1, . . . , vs be the real places of K at which b is negative and let ni = n(Vvi ,Φ), c.f.
Proposition 2.1.5. Loc. cit., the Local-Global Principle 2.4.1 and Theorem 3.2.3
show that

(V,Φ) ∼= 〈a1, . . . , am−1, d ·
m−1∏
i=1

ai〉

for any a1, . . . , am−1 ∈ K∗ such that vi(aj) < 0 ⇐⇒ j ≤ ni. In particular, if
(V,Φ) is definite, then (V,Φ) ∼= 〈1, . . . , 1, d〉.
By Hasse’s norm theorem, det(V,Φ) = dN(E∗) is uniquely determined by the set

S = {v ∈ Ω(K) ; d /∈ N(E∗v)}
= {v ∈ Ω(K) ; (d, b)v = −1} .

In particular, the set S is finite, of even cardinality and consists only of places which
are non-split in E. Conversely, given n1, . . . , nr and S, one can recover det(V,Φ)
and thus a Gram matrix of (V,Φ) using weak approximation and Algorithm 3.4.1.
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3.4 Construction of global hermitian spaces defined by local invariants

4. Suppose E is a quaternion algebra with center K and let (V,Φ) be a regular
hermitian space over E of rank m ≥ 1. Let v1, . . . , vs be the real places of K at
which E is ramified and let ni = n(Vvi ,Φ), c.f. Proposition 2.1.5. Loc. cit., the
Local-Global Principle 2.4.1 and Theorem 3.2.3 show that

(V,Φ) ∼= 〈a1, . . . , am〉

for any a1, . . . , am ∈ K∗ such that vi(aj) < 0 ⇐⇒ j ≤ ni. In particular, if (V,Φ)
is definite, then (V,Φ) ∼= 〈1, . . . , 1〉.

Constructing a quadratic space defined by local invariants is more difficult. The
Local-Global Principle 2.4.1, Proposition 2.1.5 and Theorem 3.2.3 show that any regular
quadratic space over K is uniquely determined by the following invariants:

1. Its rank m.

2. Its determinant d ∈ K∗/(K∗)2.

3. The finite set {p ∈ P(o) ; c(Vp,Φ) = −1}.

4. The numbers n(Vσi ,Φ) for 1 ≤ i ≤ r from Proposition 2.1.5.

Given the space (V,Φ), these invariants are easy to compute. Conversely, given these
invariants, the computation of a quadratic space (V,Φ) with these invariants (provided it
exists) is more involved. The algorithm given below to solve this problem is inspired by
Section 6.7 of J. Cassels’ book on rational quadratic forms [Cas78].

Algorithm 3.4.3 QuadraticFormFromInvariants(m, d, P, (n1, . . . , nr))

Input: Some integer m ≥ 1, some nonzero element d ∈ o, some finite subset P ⊂ P(o)
and some integers n1, . . . , nr ∈ {0, . . . ,m}.

Output: A Gram matrix of a quadratic space (V,Φ) over K of rank m and determinant d
such that {p ∈ P(o) ; c(Vp,Φ) = −1} = P and n(Vσi ,Φ) = ni for all 1 ≤ i ≤ r.

1: Raise an error if sign(σi(d)) 6= (−1)ni for some i.
2: Raise an error if m = 1 and P 6= ∅.
3: Raise an error if m = 2 and −d ∈ (K∗p )2 for some p ∈ P .
4: Raise an error if #{1 ≤ i ≤ r ; ni ≡ 2, 3 (mod 4)}+ #P is odd.
5: Initialiase the list D = ().
6: while m ≥ 2 do
7: if m ≥ 4 then
8: By weak approximation, compute a ∈ o such that for all 1 ≤ i ≤ r:{

σi(a) < 0 if ni > 0,

σi(a) > 0 otherwise.
(3.4.1)

9: else if m = 3 then
10: Set P ′ := {p ∈ P ; (−1,−d)p = 1}∪{p ∈ P(o)−P ; p | 2d and (−1,−d)p = −1}.
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11: By weak approximation, compute a ∈ o satisfying Eq. (3.4.1) such that

ordp(ad) ≡ 1 (mod 2) for all p ∈ P ′ .

12: else if m = 2 then
13: Set S := P ∪ {σi ; ni = 2}.
14: Using Algorithm 3.4.1, compute some a ∈ o such that

{v ∈ Ω(K) ; (a,−d)v = −1} = S .

15: end if
16: Set P := {p ∈ P ; (a,−d)p = 1} ∪ {p ∈ P(o)− P ; p | 2ad and (a,−d)p = −1}.
17: For 1 ≤ i ≤ r replace ni by max{0, ni − 1}.
18: Replace m by m− 1 and d by ad.
19: Append a to D.
20: end while
21: Append d to D.
22: return the diagonal matrix Diag(D).

Proof. The conditions imposed by lines 1–4 are both necessary and sufficient for the
existence of a quadratic space with the given invariants, c.f. [O’M73, Theorems 63.23
and 72.1]. The returned answer is certainly correct if m = 1. If m > 1, the algorithm
chooses some a ∈ o that is represented by (V,Φ) thanks to the Local-Global Principle
and Theorem 3.2.2. Hence (V,Φ) ∼= 〈a〉 ⊥ (V ′,Φ′) for some quadratic space (V ′,Φ′) of
dimension m− 1. The invariants of (V ′,Φ′) are computed in lines 15–17 from a and the
corresponding invariants of (V,Φ). Hence by induction, the result is correct. �

3.5 Construction of global hermitian lattices defined by local
invariants

Let K be a number field and let (V,Φ) be a hermitian space over E of rank m. Further,
let o and O be maximal orders of K and E respectively.

Definition 3.5.1 A prime ideal p of o is called bad , if p | 2 and one of the following
conditions holds:

• E = K.

• Ep/Kp is a ramified quadratic field extension.

In all other cases, p is said to be good.

In Section 3.3, it is shown that Jordan decompositions are unique at the good but not at
the bad prime ideals.

The goal of this section is to describe an algorithm which computes a representative
of some genus G of O-lattices in (V,Φ), which is given by local invariants. First an
algorithm for computing o-maximal O-lattices in (V,Φ) is presented. It is based on the
following two lemmata.
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Lemma 3.5.2 Let a be some fractional ideal of o. The set of all a-maximal O-lattices
in (V,Φ) forms a single genus.

Proof. See [O’M73, Theorem 91:2] and [Shi64, Proposition 4.13]. �

Lemma 3.5.3 Let M be an O-lattice in (V,Φ). Suppose that Mp is op-maximal for
some p ∈ P(o). Then the valuation v = ordp([M

# : M ]o) is given by the following local
invariants.

1. Suppose E = K. Let d ∈ K∗ be a representative of the discriminant disc(Vp,Φ)
such that ordp(d) ∈ {0, 1} and let e = ordp(2). Then v is given by the following
table.

m d ω(Vp,Φ) extra condition v

odd − +1 ordp(d)− e(m− 1)
odd − −1 2− ordp(d)− e(m− 1)
even square +1 −em
even square −1 2− em
even non-square +1 ordp(dK(

√
d)/K)− e(m− 2)

even non-square −1 Kp(
√
d)/Kp ramified ordp(dK(

√
d)/K)− e(m− 2)

even non-square −1 Kp(
√
d)/Kp unramified 2− em

2. Suppose E 6= K and p is unramified in E. Then v = 0 if det(Vp,Φ) ∈ N(E∗) and
v = 1 otherwise.

3. Suppose dimK(E) = 2 and p is ramified in E. Let e = ordp(dE/K). Then v is given
by the following table.

m disc(Vp,Φ) v

odd − −e(m− 1)/2
even norm −em/2
even non-norm 1− em/2

4. Suppose dimK(E) = 4 and p is ramified in E. Then v = −2bm2 c.

Proof. This follows from a case by case discussion using the classification of op-maximal
Op-lattices in (Vp,Φ), c.f. for example [GHY01]. �

Algorithm 3.5.4 LocalMaximalLattice(L, p, v)

Input: Some p ∈ P(o) and some O-lattice L in (V,Φ) such that ordp(n(L)) ≥ v.
Output: A chain of minimal O-overlattices L0 = L ( L1 ( · · · ( Lr in (V,Φ) such that

(Lr)p is pv-maximal and (Li)q = Lq for all q ∈ P(o)− {p}.
1: Let a ∈ K∗ such that ordp(a) = −v.
2: Let w = ordp([M

# : M ]op) where M denotes an op-maximal Op-lattice in (Vp, aΦ),
c.f. Lemma 3.5.3.
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3: Let P be a maximal left ideal of O that contains p.
4: Let D−1 := {α ∈ E ; T(αO) ⊆ o}.
5: Initialiase i = 0 and let L0 be the lattice La in (V, aΦ).

6: while ordp([L
#
i : Li]o) > w do

7: Set Li+1 := Li +Ox for some x ∈ (D−1L#
i ∩P−1Li)−Li with ordp(QaΦ(x)) ≥ 0.

8: Increment i.
9: end while

10: return the chain L
1/a
0 , . . . , L

1/a
i of O-lattices in (V,Φ).

Proof. By construction, every lattice Li satisfies ordp(n(Li)) ≥ v and (Li)q = Lq for all

q 6= p. Further, ordp([L
#
i : Li]o) decreases in each step. So provided the element x in

line 6 always exists, the algorithm eventually returns some chain and Lemmata 3.5.2
and 3.5.3 show that the last lattice in this chain is pv-maximal in (V,Φ).
To see that the element x exists, suppose that (Li)p is not op-maximal. If p is non-split
in E, then P is the unique maximal left ideal of O over p. Thus the assumption on Li
implies that there exists some minimal overlattice X over Li which is contained in P−1Li
such that ordp(n(X)) ≥ 0. This result also holds if p splits in E, although for different
reasons. If p splits in E, then (Li)p has a an orthogonal basis (b1, . . . , bm). By assumption,
aΦ(bi, bi) ∈ p for some i. Let Pp = Opπ. Let X be the O-lattice with Xq = Lq for all
q ∈ P(o) − {p} and Xp = (Li)p + π−1bi. So whether p splits or not, the lattice X is a
minimal overlattice over Li, it is contained in P−1Li and ordp(n(X)) ≥ 0. In particular,
X is of the form Li + Ox for some x ∈ P−1Li − Li. The condition ordp(n(X)) ≥ 0
readily translates into ordp(aΦ(x, x)) ≥ 0 and T(aΦ(x, (Li)p)) ⊆ op. The latter condition

is equivalent to x ∈ D−1
p (L#

i )p. Hence in line 6, an element x always exists. �

Calling the above algorithm with different prime ideals yields a method for computing
a-maximal lattices:

Algorithm 3.5.5 MaximalLattice(L, a)

Input: Some fractional ideal a of o and some O-lattice L in (V,Φ) such that n(L) ⊆ a.
Output: An O-lattice M in (V,Φ) that is a-maximal and contains L.
1: Let P = {p ∈ P(o) ; ordp(a) 6= 0 or p | dE/K or p is bad or Lp is not unimodular}.
2: Initialiase M = L.
3: for p ∈ P do
4: Replace M by the last lattice returned by LocalMaximalLattice(M, p, ordp(a)).
5: end for
6: return M .

Starting from a maximal lattice, one can construct a representative of any given genus
as follows.

Algorithm 3.5.6 LatticeInGenus(G)

Input: A genus G of hermitian O-lattices in (V,Φ) given by local invariants (for example
by Gram matrices) at the places in

P := {p ∈ P(o) ; p | dE/K or p is bad or Lp is not modular for L ∈ G} .
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3.5 Construction of global hermitian lattices defined by local invariants

Output: Some lattice L ∈ G.
1: From the given local invariants compute the norm ideal a of the lattices in G.
2: Compute an a-maximal lattice L in (V,Φ) using Algorithm 3.5.5.
3: for p ∈ P do
4: Compute an O-sublattice X of L such that Xp has the correct invariants at p and
Xq = Lp for all q 6= p.

5: Replace L by X.
6: end for
7: return L.

Clearly, step 4 is the crucial step. Suppose p ∈ P(o) is good. Given any Jordan
decomposition of Lp it is easy (c.f. Algorithm 2.2.7) to write down a random sublattice
X of L such that

• Lq = Xq for all q ∈ P(o)− {p}.

• The blocks of any Jordan decomposition of Xp have the correct scales and ranks.

By Theorem 3.3.6, the number of local isometry classes represented by such lattices Xp

is at most 2m−1 and the classes are equally distributed. So one quickly finds a lattice X
that does the trick. At bad primes however, the task can be quite challenging since the
number of isometry classes can be fairly large and they are not equally distributed. In
this case, one can fall back to the following deterministic procedure which makes use of
the fact that bad primes usually have small norms.

Algorithm 3.5.7 Sublattice(M,M ′, p,)

Input: Some prime ideal p of o, an O-lattice M ′ in a hermitian space (V ′,Φ′) over E such
that (V ′p ,Φ

′) ∼= (Vp,Φ) and an O-lattice M in (V,Φ) such that Mp is n(M ′)p-maximal.
Output: Some O-lattice L ⊆M such that Lp

∼= M ′p and Lq = Mq for all q ∈ P(o)−{p}.
1: Let M ′0 ( . . . (M ′r be the output of LocalMaximalLattice(M ′, p, ordp(nr(M ′))).
2: Initialiase L = M .
3: for i = r − 1, . . . , 1, 0 do
4: repeat
5: Compute a random maximal O-sublattice X of L containing pL.
6: until Xp

∼= (M ′i)p
7: Replace L by X.
8: end for
9: return L.

Proof. If the algorithm terminates, it certainly yields an O-lattice L with the desired
properties. By induction, (M ′i+1)p is isometric to Lp. Hence there exists at least one
maximal O-sublattice X between L and pL such that Xp

∼= (M ′i)p. �

Note that if (V,Φ) is definite, the above search can be improved considerably. The
finite group Aut(L) acts on the maximal O-subspaces of L that contain pL. Thus one
only needs to consider orbit representatives X in step 5. This is extremely useful since
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3 Hermitian lattices over complete discrete valuation rings

the local isometry classes represented by the maximal O-sublattices of L are not always
equally distributed at bad primes.
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4 The mass formula of Siegel

In this chapter, K is a totally real number field of degree n with ring of integers o. Let
(V,Φ) be a definite hermitian space over E of rank m. If E = K, then m is assumed to
be at least 2.

Let O denote some fixed maximal order in E. Then the inverse different

D−1 = {α ∈ E ; T(αO) ⊆ o}

of O is an invertible twosided ideal of O. Moreover, the relative discriminant ideal
dE/K := N(D) does not depend on chosen maximal order O. Note that, if E is a
quaternion algebra over K, ramified only at the prime ideals p1, . . . , ps of o, then
dE/K =

∏s
i=1 p

2
i . Hence dE/K is the square of the reduced discriminant as defined in

[Rei03, Chapter 25].
Given an algebraic number field F , let NrF/Q : F → Q be the usual norm of F and the

absolute value of the discriminant of F will be denoted by dF .

4.1 Some properties of L-series

In this section, some well-known results of L-series of number fields are recalled. For a
proof of these results and more information, see for example [Neu06, Chapter VII].

Definition 4.1.1 The Dedekind zeta function ζF of an algebraic number field F is
defined by the Dirichlet series

ζF (s) =
∑
a

1

NrF/Q(a)s
.

Here the sum ranges over all ideals a of the ring of integers of F .

Theorem 4.1.2 Let F be a number field. The series ζF (s) converges absolutely and
uniformly on {s ∈ C ; <(s) ≥ 1 + ε} for every ε > 0. For <(s) > 1, the series ζF (s) has
an Euler product expansion

ζF (s) =
∏
p

1

1−NrF/Q(p)−s

where p ranges over the prime ideals of the ring of integers of F .

E. Hecke showed that ζF admits a meromorphic continuation on C, with a single pole
at 1 and it satisfies a functional equation relating ζF (s) with ζF (1− s).
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4 The mass formula of Siegel

Theorem 4.1.3 (Hecke, Functional equation) Let F be a number field with signa-
ture (r1, r2) and degree n = r1 + 2r2. The completed Dedekind zeta function

ΛF (s) :=

(
dF

4r2πn

)s/2
Γ(s/2)r1Γ(s)r2ζF (s) (<(s) > 1)

has an analytic continuation on C− {0, 1} and satisfies the functional equation

ΛF (s) = ΛF (1− s) .

Here Γ denotes the usual Gamma function.

The Dedekind zeta function has a unique pole at s = 1 and this pole is simple. The
residue Res1(ζF ) at s = 1 gives a beautiful relation between important invariants of F .

Theorem 4.1.4 (Class number formula) Let F be a number field with signature
(r1, r2). The Dedekind zeta function ζF has an analytic continuation on C− {1}. It has
a simple pole at s = 1 with residue

Res1(ζF ) = lim
s→1

(s− 1)ζF (s) =
2r1(2π)r2 Reg(F ) ·# Cl(F )

#µ(F ) · d1/2
F

where dF , Cl(F ), µ(F ) and Reg(F ) denote the absolute value of the discriminant, the
class group, the roots of unity and the regulator of F respectively.

Let F/K be a quadratic extension of the totally real number field K. The Galois group
Gal(F/K) has two irreducible characters (i.e. homomorphisms Gal(F/K)→ {±1}). To
each character χ of Gal(F/K), one associates the so-called Artin map, which will also be
denoted by χ. It is the multiplicative function χ : I(o) → {−1, 0,+1} on the group of
fractional ideals I(o) of o defined by

χ(p) =


0 if χ 6= 1 and p ramifies in F ,

−1 if χ 6= 1 and p is inert in F ,

+1 otherwise,

for all prime ideals p of o. The Artin map χ gives rise to the L-series

LK(χ, s) =
∑
a

χ(a)

NrK/Q(a)s
=
∏
p

1

1− χ(p) NrK/Q(p)−s
(<(s) > 1)

where a and p range over the integral and prime ideals of o respectively. Clearly
LK(1, s) = ζK(s) for <(s) > 1.

Suppose now χ 6= 1. From the decomposition of prime ideals of o in F it follows that

LK(χ, s) =
ζF (s)

ζK(s)
(<(s) > 1) . (4.1.1)

In particular, LK(χ) has a meromorphic continuation on C and Theorem 4.1.3 yields a
functional equation for LK(χ) relating LK(χ, s) with LK(χ, 1− s). Below, some of these
identities are collected that will be used later on.
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4.1 Some properties of L-series

Corollary 4.1.5 Let F be a quadratic field extension of the totally real number field K.
Let R be the ring of integers of F and let χ be the non-trivial character of Gal(F/K).
Further, let n = [K : Q] and set d := dF

dK
= dK NrK/Q(dF/K).

1. If s ≥ 2 is an even integer, then

ζK(1− s) =

(
(−1)s/2 · 2 · (s− 1)!

(2π)s

)n
· ds−1/2

K ·ζK(s) .

2. If F is totally real and s ≥ 2 is an even integer, then

LK(χ, 1− s) =

(
(−1)s/2 · 2 · (s− 1)!

(2π)s

)n
· ds−1/2 · LK(χ, s) .

3. If F is totally complex and s ≥ 1 is an odd integer, then

LK(χ, 1− s) =

(
(−1)(s−1)/2 · 2 · (s− 1)!

(2π)s

)n
· ds−1/2 · LK(χ, s) .

4. If F is totally complex, then

LK(χ, 1) =
# Cl(F )

# Cl(K)
· (2π)n

Q ·#µ(F ) · d1/2

where Q := [R∗ : µ(F )o∗] ∈ {1, 2} denotes the Hasse unit index of F/K.

Proof. 1. This is an immediate consequence of Theorem 4.1.3. Further, 2. follows from
1. and equation (4.1.1).

3. Let ` := ΛF (s)
ΛK(s) =

(
d

(4π)n

)s/2
Γ(s)n

Γ(s/2)nLK(χ, s) =
(

d
(4π)n

)s/2(2s−1( s−1
2

)!√
π

)n
LK(χ, s).

Using the functional equation 4.1.3, one obtains

` = lim
z→1−s

ΛF (z)

ΛK(z)
=

(
d

(4π)n

)(1−s)/2
LK(χ, 1− s) ·

(
1

2
lim

z→1−s

Γ(z)

Γ(z/2)
· 1− s− z

1−s
2 −

z
2

)n

=

(
d

(4π)n

)(1−s)/2
LK(χ, 1− s) ·

(
1

2

Res1−s(Γ)

Res(1−s)/2(Γ)

)n
=

(
d

(4π)n

)(1−s)/2
LK(χ, 1− s) ·

(
1

2
· (−1)(s−1)/2

(
s−1

2

)
!

(s− 1)!

)n
.

4. Follows from Theorem 4.1.4 and equation (4.1.1). �

Quite surprising, the values ζK(1− s) and LK(χ, 1− s) in the previous corollary are
in fact rational numbers:
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4 The mass formula of Siegel

Theorem 4.1.6 (Klingen-Siegel, Shintani) Let F/K be a quadratic field extension
of a totally real number field K. Let χ be the non-trivial character of Gal(F/K). Then
ζK and LK(χ) are rational valued at non-positive integers.

To simplify the presentation later on, the following notation will be used.

Definition 4.1.7 Suppose d ∈ K∗. If d /∈ (K∗)2, then χd denotes the non-trivial
character of Gal(K(

√
d)/K) otherwise set χd = 1.

4.2 Siegel’s Mass formula

Suppose K is a totally real number field of degree n. Let (V,Φ) be a definite hermitian
space over E of dimension m.

Let G be the reductive algebraic group defined by

G(A) = {ϕ ∈ EndA(A⊗K V ) ; Φ(ϕ(x), ϕ(y)) = Φ(x, y) for all x, y ∈ A⊗K V }

for every K-algebra A. The connected component of the identity will be denoted
by G0. The algebraic group G is a form of an orthogonal, hermitian or symplectic group,
depending on dimK(E) = 1, 2 or 4. For convenience, Table 4.1 lists some invariants of G,
which will be needed later on.

dimK(E) m type [G : G0] dim(G) degrees of G

1 odd Om 2 m(m− 1)/2 2, 4, 6, . . . ,m− 1
1 even Om 2 m(m− 1)/2 2, 4, 6, . . . ,m− 2,m/2
2 − Um 1 m2 1, 2, 3, . . . ,m
4 − Sp2m 1 m(2m+ 1) 2, 4, 6, . . . , 2m

Table 4.1: Invariants of G

Definition 4.2.1 Let L be an O-lattice in (V,Φ) and let L1, . . . , Lh represent the
isometry classes in gen(L). Then

Mass(L) := Mass(gen(L)) :=
h∑
i=1

1

# Aut(Li)

is called the mass of (the genus of) L.

Since the mass is invariant under scaling, it suffices to discuss the mass of integral
lattices only.

Definition 4.2.2 Let p be a prime ideal of o of norm q and let L be an integral O-lattice
in (V,Φ). Given a commutative o-algebra R, the map Φ extends to some bilinear map
on Lp ⊗op R. Thus Lp defines a local integral group scheme H via

H(R) = {ϕ ∈ EndOp⊗opR(Lp ⊗op R) ; Φ(x, y) = Φ(ϕ(x), ϕ(y)) for all x, y ∈ Lp ⊗op R}
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4.2 Siegel’s Mass formula

for every commutative o-algebra R. The local density of L at p is defined by

β(Lp) :=
1

[G : G0]
· lim
N→∞

#H(op/p
N )

qN dim(G)
.

The above limit β(Lp) is known to stabilize for some N , see for example [Sie35, Satz 2]
for the case E = K. However, if H is not smooth over o, it does not have to stabilize at
N = 1.

Theorem 4.2.3 (Siegel) Let L be an integral O-lattice in (V,Φ). Then Mass(L) equals

(µ/γm)n · τ(G) · ddim(G)/2
K ·NrK/Q(dE/K)m(m+1)/4 · [L# : L]

m(V )/2
Z ·

∏
p

β(Lp)
−1

where the product runs over all prime ideals of o and

τ(G) =

{
2 if dimK(E) = 2 ,

1 otherwise,
is the Tamagawa number of G.

m(V ) =


m+ 1 if E = K ,

m if dimK(E) = 2 ,

m− 1/2 if dimK(E) = 4 .

µ =


2m if E = K and m is even,

2(m+1)/2 if E = K and m is odd,

1 otherwise.

γm =

r∏
i=1

(2π)di

(di − 1)!
where d1, . . . , dr are the degrees of G.

Proof. The proof in the quadratic case is due to Siegel [Sie35, Sie37]. For a proof of the
general case, see [GY00, Section 10]. �

The local factors β(Lp) are known in many cases. For example

• if E = K and 2 /∈ p by work of C.-L. Siegel [Sie35, Sie37] and H. Pfeuffer [Pfe71a].

• if E = K = Q and p = 2Z by work of G. L. Watson [Wat76].

• if Lp is maximal by work of G. Shimura [Shi97, Shi99a, Shi99b], see also [GHY01].

• if p is good by work of W. T. Gan & J.-K. Yu [GY00].

• if p is bad and Kp/Q2 is unramified by work of S. Cho [Cho].

Suppose p is good and let L be an O-lattice in (V,Φ). Then Gan and Yu associate to
Lp several group schemes as follows. Let

Lp = L1 ⊥ . . . ⊥ Lt
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4 The mass formula of Siegel

be a Jordan decomposition of Lp, which is essentially unique by Theorem 3.3.6. Let P
be the largest twosided O-ideal over p that is invariant under the involution and let
si ∈ Z such that s(Li) = Psi . Further, let π ∈ P such that Pp = πOp. For 1 ≤ i ≤ t, the
rescaled Gram matrix π−si G(Li) (mod P) defines a (skew-) hermitian form on Li/PLi
and hence a group scheme Gi over o/p. The local factor β(Lp) can now be expressed in
terms of these schemes:

Theorem 4.2.4 In the above situation, let mi = rank(Li) and m′i =
∑

j>imj. If p is a
good prime ideal of o of norm q = NrK/Q(p), then

β(Lp) = [G : G0]−1 · qN ·
t∏
i=1

q− dim(Gi)#Gi(o/p) .

Here N =
∑t

i=1 di + dsimim
′
i where d = dimo/p(O/P) and

di =



tm2
i if dimK(E) = 2, p is ramified in E and si = 2t is even,

tm2
i + dimGi if dimK(E) = 2, p is ramified in E and si = 2t+ 1 is odd,

tmi(2mi − 1) if dimK(E) = 4, p is ramified in E and si = 2t is even,

tmi(2mi − 1) +m2
i if dimK(E) = 4, p is ramified in E and si = 2t+ 1 is odd,

si(dm
2
i − dimGi) otherwise.

Proof. See [GY00, Theorem 7.3]. �

For convenience, the dimension d, the type of Gi and the cardinality of Gi(o/p) are
given explicitly below.

Lemma 4.2.5 In the situation of Theorem 4.2.4, the dimension d and the type of Gi
are given by the following table.

dimK(E) p in E mi si disc(Li) d Gi
1 − odd − − 1 Omi

1 − even − square 1 Omi

1 − even − non-square 1 O−mi
2 split − − − 2 GLmi
2 inert − − − 2 Umi

2 ramified − odd − 1 Spmi
2 ramified odd even − 1 Omi

2 ramified even even square 1 Omi

2 ramified even even non-square 1 O−mi
4 unramified − − − 4 Sp2mi
4 ramified − even − 2 Umi

4 ramified − odd − 2 ResFq2/Fq(Spmi)

Here GLr, Spr, Ur, Or and O−r denote the general linear group, the unitary group as
well as the split and non-split orthogonal groups over Fq ∼= o/p in r variables respectively.
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4.2 Siegel’s Mass formula

Further, ResFq2/Fq(Spr) denotes the symplectic group in r variables over Fq2 viewed as

an algebraic group over Fq via Weil restriction of scalars. The dimensions and numbers
of Fq-valued points of these algebraic groups are given below.

G dim(G) #G(Fq)
GLm m2 qm(m−1)/2

∏m
j=1(qj − 1)

Um m2 qm(m−1)/2
∏m
j=1(qj − (−1)j)

O2k (2k − 1)k 2(qk − 1)qk(k−1)
∏k−1
j=1(q2j − 1)

O−2k (2k − 1)k 2(qk + 1)qk(k−1)
∏k−1
j=1(q2j − 1)

O2k+1 (2k + 1)k 2qk
2 ∏k

j=1(q2j − 1)

Sp2k (2k + 1)k qk
2 ∏k

j=1(q2j − 1)

ResFq2/Fq(Sp2k) 2(2k + 1)k q2k2 ∏k
j=1(q4j − 1)

If p is bad, the computation of the local factors is much more involved. For example,
[Cho] discusses the case p is bad and Kp/Q2 is unramified, see also [Cho15].

Theorem 4.2.3 states Siegel’s mass formula as an infinite product of real numbers.
Almost all factors are different from 1 and some are not even rational.

Both issues make the evaluation of the mass formula algorithmically difficult. These
problems can be addressed by reorganizing the mass formula. For this, different local
factors λ(Lp) ∈ Q have to defined such that λ(Lp) = 1 for all but finitely many prime
ideals p of o.

Definition 4.2.6 Let L be an O-lattice in (V,Φ) and let p be a prime ideal of o of
norm q. Further, let Hp be the quasi-split inner form of G over Kp. The local factor
λ(Lp) is defined as

λ(Lp) = qordp([L#
p :Lp]op )m(V )/2+ap · q

− dimHp ·#Hp(o/p)

[Hp : H0
p ] · β(Lp)

where m(V ) is as is Theorem 4.2.3 and ap is determined by the following conditions:

• If E = K and m is even, then

ap = ordp(dK(
√
d)/K) · (1−m)/2 + ordp(2) ·m

where disc(L) = d · (K∗)2.

• If E = K and m is odd then ap = ordp(2) · (m+ 1)/2.

• If Ep/Kp is a ramified quadratic field extension and m is even, then

ap = ordp(dE/K) ·m/2 .

• If Ep/Kp is a quaternion skew field, then ap = m(m+ 1)/2.
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4 The mass formula of Siegel

• In all other cases, ap = 0.

By [GHY01], the type of Hp is given by the following table.

dimK(E) m condition Hp

1 odd − Om

1 even disc(Lp) ∈ (K∗p )2 Om

1 even disc(Lp) /∈ (K∗p )2 and Kp(
√

disc(Lp))/Kp unramified O−m
1 even disc(Lp) /∈ (K∗p )2 and Kp(

√
disc(Lp))/Kp ramified Om−1

2 − Ep/Kp split GLm
2 − Ep/Kp inert Um

2 odd Ep/Kp ramified Om

2 even Ep/Kp ramified Spm
4 − − Sp2m

A case by case discussion immediately yields the following version of the mass formula
in terms of the λ(Lp).

Proposition 4.2.7 (Siegel’s mass formula) Let L be an O-lattice in (V,Φ) and let
γm be as in Theorem 4.2.3.

1. If E = K and m is odd, then

Mass(L) = γ−nm · dm(m−1)/4
K ·

(m−1)/2∏
i=1

ζK(2i) ·
∏
p

λ(Lp)

=
1

2n(m−1)/2
·

(m−1)/2∏
i=1

|ζK(1− 2i)| ·
∏
p

λ(Lp) .

2. Suppose E = K and m is even. Let disc(V,Φ) = d · (K∗)2 and let χd be as in
Definition 4.1.7. Then

Mass(L)

= γ−nm · dm(m−1)/4
K ·NrK/Q(dF/K)(m−1)/2

m/2−1∏
i=1

ζK(2i) · LK(χd,m/2) ·
∏
p

λ(Lp)

=
1

2nm/2
·
m/2−1∏
i=1

|ζK(1− 2i)| · |LK(χd, 1−m/2)| ·
∏
p

λ(Lp) .
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4.2 Siegel’s Mass formula

3. Suppose dimK(E) = 2. Let χ be the non-trivial character of Gal(E/K). Then

Mass(L) = 2γ−nm · dm
2/2

K ·NrK/Q(dE/K)m(m−(−1)m)/4
m∏
i=1

LK(χi, i) ·
∏
p

λ(Lp)

=
2

2n(m−1)
· # Cl(E)

# Cl(K) ·#µ(E) ·Q
·
m∏
i=2

|LK(χi, 1− i)| ·
∏
p

λ(Lp)

=
2

2nm
·
m∏
i=1

|LK(χi, 1− i)| ·
∏
p

λ(Lp)

where Q = [O∗ : µ(E)o∗] ∈ {1, 2} denotes the Hasse unit index of E/K.

4. If dimK(E) = 4, then

Mass(L) = γ−nm · dm(m+1/2)
K ·

m∏
i=1

ζK(2i) ·
∏
p

λ(Lp)

=
1

2nm
·
m∏
i=1

|ζK(1− 2i)| ·
∏
p

λ(Lp) .

For the remainder of this section, some properties of λ(Lp) are collected, that will be
useful later on.

Definition 4.2.8 For integers n,m, q such that 0 ≤ m ≤ n, let(
n

m

)
q

:=

∏n
i=1(1− qi)∏m

i=1(1− qi) ·
∏n−m
i=1 (1− qi)

be the Gaußian binomial coefficient . Note that
(
n
m

)
q

is always an integer. For example

if q is a prime power, then
(
n
m

)
q

is simply the number of m-dimensional subspaces of a
n-dimensional vector space over Fq.

For good prime ideals p, the factors β(Lp) are given by Theorem 4.2.4. Hence the
computation of λ(Lp) at good prime ideals is straight forward. Below are some local
factors that will be needed later on.

Lemma 4.2.9 Let p be a good prime ideal of o and let P be the largest twosided ideal of
O over p that is invariant under . Let Lp = L0 ⊥ L1 be an O-lattice in (Vp,Φ) such
that Li is Pi-modular. Write mi = rank(Li) and set q = NrK/Q(p). Then λ(Lp) is given
by the following table:
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4 The mass formula of Siegel

dimK(E) m Ep/Kp λ(Lp)

1 odd −


1
2(qm0/2 + ε0)

((m−1)/2
m0/2

)
q2

if m0 is even,

1
2(qm1/2 + ε1)

((m−1)/2
m1/2

)
q2

if m1 is even

1 even −


1
2

( m/2−1
(m0−1)/2

)
q2

if m0 and m1 are odd,

(qm0/2+ε0)(qm1/2+ε1)

2(qm/2+ε0ε1)

(m/2
m0/2

)
q2

otherwise

2 − split
(
m
m0

)
q

2 − inert |
(
m
m0

)
−q|

2 odd ramified 1
2

((m−1)/2
m1/2

)
q2

2 even ramified 1
2(qm0/2 + ε0)

(m/2
m1/2

)
q2

4 − unramified
(
m
m0

)
q2

4 − ramified
∏m0
j=1 (qj + (−1)j) ·

∏m1/2
j=1 (q4j−2 − 1) ·

(
m
m1

)
q2

Here εi = +1 if disc(Li) ∈ (K∗p )2 and εi = −1 otherwise.

Proposition 4.2.10 Let L and M be O-lattices in (V,Φ) and let p be a prime ideal of o.
Then

1. λ(Lp) ∈ Q.

2. The set {p ∈ P(o) ; λ(Lp) 6= 1} is finite.

3. λ(Lp) = λ(Lcp) for all c ∈ K∗p .

4. Suppose E 6= K. Then λ(Lp) ∈ 1
2Z. Further, if λ(Lp) /∈ Z, then m is odd and

Ep/Kp is a ramified quadratic field extension.

5. If Lq = Mq for all q ∈ P(o)− {p}, then

Mass(M) = Mass(L) · λ(Mp)

λ(Lp)
.

Proof. The first assertion is Corollary 4.3.6, while the second follows immediately from
Lemma 4.2.9. The last statement is trivial and the fourth follows from a case by case
discussion using Lemma 4.2.9 and Theorems 4.5.2 and 4.5.5.
The third assertion is clear if c ∈ o∗p. Hence one only has to discuss the case that
ordp(c) = 1. But then, one may assume that c ∈ K∗ is totally positive and co = pq for
some good prime ideal q of o such that Lq is unimodular. Then λ(Lca) = λ(La) for all
a ∈ P(o)− {p, q} and also for a = q by Lemma 4.2.9. Moreover, L and Lc have the same
mass. But then the formulation of Siegel’s mass formula given in Proposition 4.2.7 shows
that λ(Lp) = λ(Lcp). �
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4.3 Comparing local factors

4.3 Comparing local factors

The purpose of this section is to present a practical method to compare the local factors
of two o-lattices in (V,Φ). This result will be employed later to compute the missing local
factors of square-free lattices whenever dimK(E) = 2. The method is taken from the
article [BN97] of Ch. Bachoc and G. Nebe and it can also be deduced from Section 17 of
M. Eichler’s book [Eic52]. I would like to thank R. Schulze-Pillot for pointing out this
reference.

In this section, p always denotes a prime ideal of o.

Definition 4.3.1 Given Op-lattices M and L in (Vp,Φ) the following two sets of lattices
are defined:

D(L,M) = {X ⊆ L | X an Op-lattice isometric to M},
U(L,M) = {X ⊇M | X an Op-lattice isometric to L}.

Remark 4.3.2 Let M ⊆ L be Op-lattices in (Vp,Φ). Taking duals induces bijections

D(L,M)←→ U(M#, L#) and U(L,M)←→ D(M#, L#) .

Hence, the computation of D can be turned into the computation of some suitable set U .
The latter is usually more convenient to compute.

Definition 4.3.3 Let a be a fractional ideal of o. Given any O-lattice L in (V,Φ), let

aL := {x ∈ L ; Φ(x, x) ∈ a} .

A similar definition is made for Op-lattices in (Vp,Φ).

Remark 4.3.4 Let a be a fractional ideal of o and let L be an O-lattice L in (V,Φ).
Then aL is an O-lattice if and only if T(s(L)) ⊆ a. If this is the case, then aL is the
maximal O-sublattice of L with norm contained in a and thus #D(Lp,

aLp) = 1 for all
p ∈ P(o).

Proposition 4.3.5 Let L and M be O-lattices in (V,Φ) such that Mp ⊆ Lp. Then

λ(Mp) ·#U(Lp,Mp) = λ(Lp) ·#D(Lp,Mp) .

Proof. The proof follows [BN97] and [Eic52, S. 111]. Without loss of generality, Lq = Mq

for all prime ideals q 6= p of o. So by Proposition 4.2.10/5, it suffices to show that

Mass(M) ·#U(Lp,Mp) = Mass(L) ·#D(Lp,Mp) .

Let L1, . . . , Lh and M1, . . . ,Ms represent the isometry classes in gen(L) and gen(M)
respectively. Further, let

aij = #{X ⊆ Li | X an O-lattice isometric to Mj} ,
bji = #{X ⊇Mj | X an O-lattice isometric to Li} .
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4 The mass formula of Siegel

Then
∑

j aij = #D(Lp,Mp) and similarly
∑

i bji = #U(Lp,Mp). Suppose ϕ,ϕ′ ∈ U(V,Φ)

such that ϕ(Mj), ϕ
′(Mj) ⊆ Li with ϕ(Mj) = ϕ′(Mj). Then ϕ−1 ◦ϕ′ ∈ Aut(Mj) and thus

aij ·# Aut(Mj) = #{ϕ ∈ U(V,Φ) | ϕ(Mj) ⊆ Li}
= #{ψ ∈ U(V,Φ) |Mj ⊆ ψ(Li)} = bji ·# Aut(Li) .

Putting everything together, one obtains

#D(Lp,Mp) ·Mass(L) =
s∑
j=1

h∑
i=1

aij
# Aut(Li)

=
s∑
j=1

h∑
i=1

bji
# Aut(Mj)

= #U(Lp,Mp) ·Mass(M)

as claimed. �

Corollary 4.3.6 Let L be an O-lattice in (V,Φ). Then λ(Lp) ∈ Q for all p ∈ P(o).

Proof. By Proposition 4.2.10 one may assume that L is integral. So L is contained in some
o-maximal lattice M . Then λ(Mp) ∈ Q by work of G. Shimura [Shi97, Shi99a, Shi99b],
see also [GHY01]. But then λ(Lp) ∈ Q by Proposition 4.3.5. �

4.4 Local factors of unimodular quadratic lattices

Let (V,Φ) be a definite quadratic space of dimension m over E = K. The local factors
of (unimodular) o-lattices in (V,Φ) are known at all good primes, c.f. Lemma 4.2.9. The
purpose of this section is to work out the local factors of unimodular lattices at any
prime ideal p over 2.

The norm and the ramification index of p will be denoted by q and e respectively.
Further, let p be a uniformiser of p. Let M be a 2op-maximal op-lattice in (Vp,Φ). Given
any unimodular op-lattice L in (Vp,Φ), let

λ′(L) := λ(L)/λ(M) .

The factor λ(M) is well known by the work of G. Shimura and only depends on the
isometry type of (Vp, 2Φ):

Theorem 4.4.1 Let M be an op-lattice in (Vp,Φ) and let d = disc(Vp,Φ). If M is
pk-maximal, then λ(M) is given by the following table.
m ω(Vp, p

kΦ) additional condition λ(M)

2r + 1 −1 k + ordp(d) even and m > 1 qm−1−1
2(q+1)

2r + 1 ±1 k + ordp(d) odd and m > 1
qr+ω(Vp,pkΦ)

2

2r −1 d ∈ (K∗p )2 (qr−1−1)(qr−1)
2(q+1)

2r −1 d /∈ (K∗p )2 and p does not ramify in Kp(
√
d) (qr−1+1)(qr+1)

2(q+1)

2r ±1 d /∈ (K∗p )2 and p ramifies in Kp(
√
d) 1

2
all other cases 1
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4.4 Local factors of unimodular quadratic lattices

Proof. See Shimura [Shi99a] or Gan-Hanke-Yu [GHY01]. �

Proposition 4.4.2 Let L = L0 ⊥ L1 be an integral op-lattice in (Vp,Φ) such that L0 is
unimodular, n(L0) = 2op and n(L1) ⊆ 2p.

1. The map

Q : L0/pL0, x+ pL0 7→ QΦ(x)/2 + p

is a well-defined quadratic form on the o/p-space L0/pL0.

2. For any primitive vector w ∈ L0, set Lw := {x ∈ L ; Φ(x,w) ∈ p}. Let v ∈ L0 be a
fixed primitive vector. If ordp(QΦ(v)) = e, let X denote the set of anisotropic lines
in (L0/pL0, Q), otherwise let X denote the set of all isotropic lines. Then

σ : X → D(L,Lv), 〈w + pL0〉 7→ Lw

is a bijection.

Proof. The first assertion is clear. For the proof of the second, note that σ does not
depend on the representative w. Suppose now that 〈w + pL0〉 ∈ X. There exists
some isometry in O(L0/pL0, Q) that maps 〈v + pL0〉 to 〈w + pL0〉. By [Kne02, Satz
15.6], it lifts to some isometry of L0 and therefore to some element ϕ ∈ Aut(L). Thus
Lw = Lϕ(v) = ϕ(Lv) ∈ D(L,Lv). Hence σ is well-defined. Since L0 is unimodular, the
map σ is also one to one. It remains to show that it is onto. Let M ∈ D(L,Lv). Then there
exists some ϕ ∈ O(Vp,Φ) such that ϕ(Lv) = M . Let w := ϕ(v). From v ∈ Lv it follows
that w ∈M ⊆ L. Hence, w = w0 + w1 for some wi ∈ Li. Then M = ϕ(Lv) = Lw = Lw1 .
Further, QΦ(v) ∈ 2p ⇐⇒ QΦ(w0) ∈ 2p. Thus 〈w0 + pL0〉 ∈ X. �

Since the number of (an)isotropic lines in regular quadratic spaces over finite fields are
well known (see for example [Kne02, Section IV.13]), the above proposition can be made
effective.

Corollary 4.4.3 Suppose the notation of Proposition 4.4.2. Let m0 be the rank of L0

and let r = bm0
2 c. Then

#D(L,Lv) = (q − 1)−1 ·

{
(qr − ε)(qm0−r−1 + ε) if ordp(QΦ(v)) > e,

qm0 − 1− (qr − ε)(qm0−r−1 + ε) if ordp(QΦ(v)) = e,

=


(q − 1)−1(qr − ε)(qm0−r−1 + ε) if ordp(QΦ(v)) > e,

qr−1(qr − ε) if ordp(QΦ(v)) = e and m0 is even,

qm0−1 if ordp(QΦ(v)) = e and m0 is odd,

where ε = −1 if (L0/pL0, Q) is non-hyperbolic of even degree, and ε = +1 otherwise.
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4 The mass formula of Siegel

Theorem 4.4.4 Let L be a unimodular op-lattice in (Vp,Φ) of weight pb. Suppose that
m = dimK(V ) = 2r + 1 is odd. Then

λ′(L) =


1 if b = e,

(qr − ω(Vp,Φ))qr(e−b−1) if e > b and e is odd,
1
2(q2r − 1)qr(e−b−1) if e > b, e is even and ω(Vp,Φ) = +1,

(q + 1)qr(e−b−1) if e > b, e is even and ω(Vp,Φ) = −1.

Proof. Let ∆ = 1 − 4% ∈ o∗ such that d(∆) = 4%o = 4o. If ω(Vp,Φ) = 1 set δ = 0,
otherwise set δ = %. There exists some Jordan decomposition L = 〈x, y〉 ⊥ 〈z〉 ⊥ H
where G(x, y) = A(pb, 4δp−b) and QΦ(z) ∈ o∗ and H ∼= H(0)r−1.
Suppose first that b = e. Then 2opL ⊆ L ⊆ (2opL)# and the quotient (2opL)#/ 2opL is
cyclic. Thus λ′(L) = λ′(2opL) = 1 since 2opL is 2op-maximal.
From now on, it is assumed that b < e. By Proposition 3.3.8 this implies that b is odd. Let
M1 = pbL and M2 = pb+1

L. Then again λ′(L) = λ′(M1) since M#
1 /M1 is cyclic. Suppose

X ∈ U(M1,M2)− {M1}. Then X = 〈M2, v〉 for some v ∈M#
2 ∩ p−1M2. Together with

QΦ(v)o = n(M1) = pb this shows that one can assume v = µx + p−1y for some µ ∈ o.
Further, QΦ(v)o = pb shows that µ /∈ p if b ≤ e − 2 and µ + 2p−e /∈ p if b = e − 1 and
ω(Vp,Φ) = 1. Conversely, Theorem 3.3.13 shows that all parameters µ satisfying these
conditions yield a lattice X isometric to M1. Hence

λ′(L) = λ′(M2) ·

{
q − ω(Vp,Φ) if b = e− 1,

q if b ≤ e− 2.

If b = e − 1 and ω(Vp,Φ) = −1 then Remark 3.1.4/2 shows that M2 is 2op-maximal
and therefore λ′(L) = q + 1. Suppose now b = e − 1 and ω(Vp,Φ) = +1. Then
N := 〈M2, p

−1y〉 is 2op-maximal. Let X ⊇ M2 be an integral lattice of norm pb+1 not
isometric to M1 such that [X : M2]o = p. As seen before, there are only two such
lattices, namely N and X ′ = 〈M2,−2p−ex+p−1y〉. Hence U(N,M2) = {N,X ′}. Further,
#D(N,M2) = (q − 1)−1(q2r − 1) by Corollary 4.4.3 and N is 2op-maximal. Hence

λ′(L) = (q − 1) · λ′(M2) = (q − 1) · 1

2

q2r − 1

q − 1
· λ′(N) =

q2r − 1

2
.

So only the case b ≤ e− 2 remains. Let L̃ = 〈px, p−1y, z〉 ⊥ H. Then L̃ is unimodular

with weight pb+2. Let M̃ =
pb+2

L̃. Then λ′(L̃) = λ′(M̃) as seen before. Let M3 = pb+2
L.

Using similar arguments as before, one obtains #U(M2,M3) = 1 = #U(M̃,M3). Thus

λ′(L) = q · λ′(M3) = q ·#D(M̃,M3) · λ′(L̃) .

So it remains to compute #D(M̃,M3) = #U(M#
3 , M̃

#). If b = e−2, then #D(M̃,M3) =

qr−1(qr − ω(Vp,Φ)) by Corollary 4.4.3. Suppose now b < e − 2 and X ∈ U(M#
3 , M̃

#).

The conditions n(X) = n(M#
3 ) = p−b−3 and n(Xp−1

) = n((M#
3 )p

−1
) = pb imply that
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4.4 Local factors of unimodular quadratic lattices

X = 〈M̃#, v〉 with v = x + µp−1y + p−1h where µ ∈ o and h ∈ H. Conversely,

by Theorem 3.3.13, each such vector v yields some lattice in U(M#
3 , M̃

#). Hence
#D(M̃,M3) = q2r−1 and therefore λ′(L) = q2r · λ′(L̃). The result now follows by
induction on b. �

To simplify the presentation of the local factors, the following symbol will be used:

Definition 4.4.5 Given a unimodular lattice L in (Vp,Φ) let

ε(L) =


+1 if d(disc(L)) = (0),

−1 if d(disc(L)) = 4op,

0 otherwise.

Theorem 4.4.6 Let L be a unimodular op-lattice in (Vp,Φ). Further, let n(L) = pa,
w(L) = pb and d(−det(Lp)) = pc. If m = dimK(V ) = 2, then

λ′(L) =


qb

e−a−1
2
c(q − ε(L)) if a < b = e ≤ c/2,

2qb
c−e−a

2
c if b = e and a+ e+ 1 ≤ c < 2e,

1 otherwise.

Proof. Propositions 3.3.8 and 3.3.11 show that c ≥ a + b ≥ 2a. Moreover, if a = b
then a = e. So L is 2op-maximal in that case and therefore λ′(L) = 1. Similarly, if
c = 2a+ 1, then b = a+ 1 and L is pa-maximal. In any of these two cases, Theorem 4.4.1
shows that L has the same local density then any 2op-maximal lattice in (Vp,Φ). Hence
λ′(L) = 1.
Suppose now a ≤ e− 1 and c ≥ 2a+ 2. Let α, γ be as in Proposition 3.3.11 and fix some
basis (x, y) of L with Gram matrix A(α,−γα−1). Let M := pa+1

L = 〈px, y〉. Remark 4.3.4
shows

λ′(L) = #U(L,M) · λ′(M) .

The rescaled lattice Mp−1
has norm generator pα, determinant −(1 + γ) and weight pb

′

where b′ = b− 1 if c = a+ b and b′ = e otherwise. So once #U(L,M) has been worked
out, one can finish the proof by induction on a.
Suppose first a = e− 1. Then b = e and the case c = 2e− 1 has already been discussed
above, which leaves c ≥ 2e. Then (M#)p is unimodular and Corollary 4.4.3 shows that

#U(L,M) = #D((M#)p, Lp) = q − ω(Vp,Φ) .

So only the case where a ≤ e − 2 and c ≥ 2a + 2 remains. Let L′ ∈ U(L,M). Then
L′ = 〈M,v/p〉 for some v ∈ M . Write v = µxp + νy with µ, ν ∈ o. Then n(L′) = pa

implies µ ∈ o∗ and so one may assume that µ = 1. Then L and L′ are both unimodular,
have weight pb and norm generators α and α′ := Φ(x + νy/p, x + νy/p) respectively.
Theorem 3.3.13 shows that L ∼= L′ if and only if the quadratic defect of

α′/α = 1 + 2να−1/p− ν2γα−2/p2
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is contained in pb−a. A case by case discussion yields

#U(L,M) =


2 if b = e and c = e+ a+ 1,

q if b = e and e− a is odd and c > e+ a+ 1,

1 otherwise.

The result now follows by induction on a. �

As a consequence of the previous result, one obtains the mass factors for unimodular
lattices L where ordp(n(L)w(L)) is even.

Lemma 4.4.7 Let L = L1 ⊥ L2 be an op-lattice in (Vp,Φ). Suppose that L2 is un-
imodular with n(L2) = 2op and L1 is a ps-modular binary lattice such that s < 0 and
d(−det(L1)) ⊆ 2p2s+1n(L). Further let x ∈ L1 such that QΦ(x)o = n(L1) and let z ∈ L2.
Let M1 := 〈(x + z)/p, L1〉 and M := 〈(x + z)/p, L〉. Then there exists some splitting
M = M1 ⊥M2. Moreover, M2

∼= L2 and M1
∼= 〈x/p, y〉.

Proof. The condition s < 0 implies that M2 exists, c.f. [O’M73, 82:15] for details.
Let α = QΦ(x) · p−2s and write −det(L1) = p2s(1 + γ) where γp2s = d(−det(L)).
By [O’M73, Example 93:17], there exists some y ∈ L1 such that L1 = 〈x, y〉 and
G(x, y) = psA(α,−γα−1). The lattices X := 〈x/p, y〉 and L1 are both ps−1-modular. The
assumption on d(−det(L1)) implies that det(M1) = det(X) and thus det(M2) = det(L2).
In particular, the quadratic spaces KL1 and KM1 are isometric. Thus KM2 is isometric
to KL2. From the description

M2 =
{
mγα−1(x+ z) +my + v v ∈ L2 and m = −Φ(v,z)

γα−1QΦ(z)+(1+γ)ps

}
and the condition on d(−det(L1)) it is easy to check that M2 is integral and n(M2) ⊆
2op. Thus M2 and L2 are both unimodular lattices of norm 2op in isometric spaces.
Proposition 3.3.11 shows that M2

∼= L2 as claimed.
It remains to show that X ∼= M1. Both lattices have weight 2ps−1 + α−1γps and norm
generators α1 := αps−2 and α2 := (αps + QΦ(z))p−2 respectively. A case by case
discussion shows that the quadratic defect of α2/α1 = 1 + p−sα−1QΦ(z) is contained in
2n(L1)−1 ⊆ w(L1)/n(L1). Hence X ∼= M1 by Theorem 3.3.13. �

Lemma 4.4.8 Let L be a unimodular op-lattice in (Vp,Φ). Suppose m = dimK(V ) = 2r
is even and L admits a splitting L = L̃ ⊥ M where L̃ has rank 2 and n(M) = 2op.
Let a = ordp(n(L)), c = ordp(d(−det(L̃))), i = d e−a2 e and j = min{i,max{0, b c−e−a2 c}}.
Then

λ′(L) =



q2ir−i−r(qr − ε(L)) if c ≥ 2e and a+ e is even,
1
2q

(2r−1)(i−1)(qr − ε(L))(qr−1 + ε(L)) if c =∞ and a+ e is odd,

q(i−1)(2r−1)(q + 1) if c = 2e and a+ e is odd,

2qj(2r−1) if a+ e+ 1 ≤ c < 2e,

q2j(r−1) otherwise.
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Proof. Let α be a norm generator of L̃ and write −det(L̃) = 1 + γ with γ ∈ o such that
γo = d(−det(L̃)). There exists some basis (x, y) of L̃ with G(x, y) = A(α,−γα−1).

If X ∈ U(L, 2opL) then X ⊆ (2opL)# = (
2op
L̃)# ⊥M . Thus #U(L, 2opL) = #U(L̃,

2op
L̃).

For 0 ≤ t ≤ j let L̃t = 〈pix, p−ty〉 and Lt := L̃t ⊥ M . Then L0 = 2opL and Lj is
2op-maximal, i.e. λ′(Lj) = 1. Suppose first that X ∈ U(Lt, Lt−1) for some 1 ≤ t ≤ j.
Then X = 〈Lt−1, v/p〉 for some v ∈ Lt−1. From Φ(v/p, Lt−1) ⊆ Φ(v/p, Lt) ⊆ o, it follows

that v ∈ pL#
t−1 ∩ Lt−1. Hence one may assume that v ∈ L̃t−1.

One checks that unless c =∞, i = t and e− a is odd, the condition n(X) = n(Lt) ⊆ 2o
implies X = Lt and thus #U(Lt, Lt−1) = 1. In the special case that c = ∞ and e − a
is odd, Li−1

∼= H(1) and Li−1 has two overlattices isometric to Li ∼= H(0). Hence
#U(Li, Li−1) = 2 in this exceptional case.
If i = j ≥ 1, then c ≥ 2e and Corollary 4.4.3 shows that

#D(Li, Li−1) =

{
qr−1(qr − ε(L)) if a+ e is even,

(q − 1)−1(qr − ε(L))(qr−1 + ε(L)) if a+ e is odd.

Suppose now 1 ≤ t ≤ min{i− 1, j}. Then every element in U(L#
t−1, L

#
t ) is of the form

〈(v+w)/p, Lt〉 with w ∈M and v a norm generator of L̃t. In particular, #U(L#
t−1, L

#
t ) =

q2(r−1) ·#U(L̃#
t−1, L̃

#
t ) by Lemma 4.4.7.

Putting everything together yields

λ′(L) = λ′(L̃) ·


q2(r−1)(i−1) q

r−1(qr−ε(L))

q−ε(L̃)
if i = j ≥ 1 and a+ e is even,

q2(r−1)(i−1) (qr−ε(L))(qr−1+ε(L))
2(q−1) if i = j ≥ 1 and a+ e is odd,

q2j(r−1) otherwise.

Note that the second case can only occur of ε(L̃) = 1. The result now follows from
Theorem 4.4.6. �

As an immediate consequence from the previous result, one obtains the mass factors of
forms of type (II), c.f. Proposition 3.3.11.

Theorem 4.4.9 Let L be a unimodular op-lattice in (Vp,Φ) such that ordp(n(L)w(L)) is
even. Let a = ordp(n(L)) and c = ordp(d(disc(L))). If m = dimK(V ) = 2r is even, then

λ′(L) =


1 if e = a,

q(e−a)(r−1/2)−r(qr − ε(L)) if a < e ≤ c/2,
2q(c−e−a−1)(r−1/2) if a+ e+ 1 ≤ c < 2e,

q(c−e−a−1)(r−1) otherwise.

Proof. By Proposition 3.3.11, there exists some splitting L = L̃ ⊥M where M ∼= H(0)r−1.
The result follows by applying Lemma 4.4.8 to this splitting. �
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Theorem 4.4.10 Let L be an unimodular op-lattice in (Vp,Φ) such that ordp(n(L)w(L))
is odd. Let a = ordp(n(L)), b = ordp(w(L)), c = ordp(d(disc(L))) and

c′ =


∞ if c = 2e and L is of type (IIIb) c.f. Proposition 3.3.11,

2e if c =∞ and L is of type (IIIb),

c otherwise.

If m = dimK(V ) = 2r ≥ 4 is even, then

λ′(L) =



1
2q

(e−a−1)(r− 1
2

)(qr − ε(L))(qr−1 + ε(L)) if b = e and c′ =∞,
q(e−a−1)(r− 1

2
)(q + 1) if b = e and c′ = 2e,

1
2q
s(r− 1

2
)+r(qr − ε(L))(q2r−2 − ε(L)) if b < e and c = c′ =∞,

qs(r−
1
2

)+r(q + 1) if b < e and c 6= c′ =∞,
1
2q
s(r− 1

2
)+r(qr−1 + 1)(qr − ε(L))(qr−1 + ε(L)) if b < e and c = c′ = 2e

qs(r−
1
2

)+r(qr−1 + 1)(q + 1) if b < e and c 6= c′ = 2e,

1 if c = a+ b,

2q(c−e−a)(r− 1
2

) if a+ b < c < 2b = 2e,

q(c−a−b−2)(r− 1
2

)+1(q2r−2 − 1) otherwise

where s = 2e− b− a− 3.

Proof. Let ∆ = 1 − 4% ∈ o∗ such that d(∆) = 4%o = 4o. If e = b or c = a + b, then
L ∼= L1 ⊥ L2 where L1 is binary and L2 is unimodular with n(L2) = 2op. These cases
have been already discussed in Lemma 4.4.8.
Suppose now b < e and a+ b < c. Let α be a norm generator of L. If L is of type (IIIa),
let δ = 0, otherwise let δ = %. There exists some splitting L = 〈x, y〉 ⊥ 〈z, w〉 ⊥ H where

G(x, y) = A(α,−(γ−4δ)α−1), G(z, w) = A(pb, 4δp−b) and H ∼= H(0)r−2. Let M = pb+1
L

and L̃ = 〈px, p−1y, z, w〉 ⊥ H. One verifies that #U(L,M) = q and #U(L̃,M) = 1.
Hence λ′(L) = q ·#U(M#, L̃) · λ′(L̃).
So it remains to compute #U(M#, L̃). The result then follows by induction on a since
n(L̃) = pa+2 + pb. Any element X ∈ #U(M#, L̃) is of the form X = 〈L̃, v〉 with
v = µx+ νp−2y + ηp−1z + τp−1w + p−1h where h ∈ H and µ, ν, η, τ ∈ o.
Suppose first that a < e − 2 and c > a + b + 2. The conditions ordp(QΦ(v)) = a and
w(X) = pb show that one can assume µ = 1 and η = 0. Conversely, it follows from
Theorem 3.3.13 that any vector v satisfying these two conditions yields some lattice in
U(M#, L̃). Hence #U(M#, L̃) = q2(r−1) in this case.
Suppose now e = a + 2 = b + 1 and c ≥ 2e. The condition ordp(QΦ(v)) = a shows
that one can assume η = 0. Let W := 〈x, p−2y,H〉. Then W/pW equipped with the
quadratic form w+ pW 7→ QΦ(w) + pa is a regular quadratic space over o/p and (µ, ν, h)
yields an anisotropic line in this space. Conversely, every such line yields some vector
v ∈ p−1L̃ with ordp(QΦ(v)) = a and thus a lattice X ∈ U(M#, L̃) as Theorem 3.3.13
shows. Further, W/pW is hyperbolic if and only if γ = 4δ. Hence [Kne02, Section IV.13]
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shows that #U(M#, L̃) = qr−1(qr−1 − ε′) where ε′ = 1 if γ = 4δ and −1 otherwise.
Finally, suppose c = a + b + 2. There exists some splitting L̃ = 〈x̃, ỹ〉 ⊥ 〈z̃, w̃〉 ⊥ H̃
where G(x̃, ỹ) = A(αp2,−(γ − 4δ)α−1p−2), G(z̃, w̃) = A(pe, 4δp−e) and H̃ ∼= H(0)r−2.
Any element X ∈ U(M#, L̃) is of the form 〈L̃, v/p〉 with v = µx̃ + νỹ + ηw̃ + τ z̃ + h
where µ, ν, η, τ ∈ o and h ∈ H̃. The conditions n(X) = n(L) and w(X) = w(L) imply
that one may assume µ = 1 and ν = 0. This leaves at most q2(r−1) possibilities for X.
All of these lattices except 〈L̃, x̃/p〉 are isometric to M# as a direct computation using
Theorem 3.3.13 shows. Hence #U(M#, L̃) = q2(r−1) − 1. �

4.5 Local factors of square-free hermitian lattices over ramified
dyadic field extensions

Let E/K be a CM-extension of number fields and let (V,Φ) be a definite hermitian space
of dimension m over E.

Suppose p is a bad prime ideal of o, i.e. p | 2 and e := ordp(dE/K) ≥ 2. Let P be
the prime ideal of O above p and set q = NrE/K(p) = #o/p. As before, π denotes a
uniformiser of P. Then p := ππ is a uniformiser of p.

An O-lattice L in (V,Φ) will be called square-free, if Lp = L0 ⊥ L1 where Li is
Pi-modular. These lattices will play an important role in the classification of all lattices
with given class number, see Chapter 6 for details.

The purpose of this section is to compare the local density of any square-free Op-lattice
in (Vp,Φ) with the local density of some maximal lattice. The latter densities have been
worked out by G. Shimura [Shi97] and also by W. Gan, J. Hanke and J.-K. Yu [GHY01]:

Theorem 4.5.1 Let M be a pi-maximal Op-lattice in (Vp,Φ) for some i ∈ Z. Then

λ(M) =


1
2 if m is odd,

1 if (Vp,Φ) is hyperbolic,
qm−1
2(q+1) otherwise.

Proof. See Propositions 4.4 and 4.5 of [GHY01]. �

If m is odd, the computation of the local factor λ(Lp) is fairly easy.

Theorem 4.5.2 Let L := L0 ⊥ L1 be an Op-lattice in (Vp,Φ) such that Li is Pi-modular.
Let mi = rank(Li). If m = m0 +m1 is odd, then

λ(L) =
1

2

(
(m− 1)/2

m1/2

)
q2

.

Proof. For 0 ≤ r ≤ (m− 1)/2 let Lr be an Op-lattice in (Vp,Φ) such that

Lr ∼= 〈1〉 ⊥ H(0)r ⊥ H(1)s where s = (m− 1)/2− r . (4.5.1)
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Theorem 3.3.18 shows that L is similar to L(m0−1)/2. Let

(x0, x1, y1, . . . , xr, yr, x
′
1, y
′
1, . . . , x

′
s, y
′
s)

be a basis of Lr corresponding to the orthogonal decomposition given in equation
(4.5.1). First the local factors λ(Lr) and λ(Lr+1) will be compared. The lattices in
U(Lr+1, Lr) are precisely the lattices of the form 〈Lr, x/π〉 where x is a primitive vector
in 〈x′1, x′2, . . . , x′s, y′s〉. Thus #U(Lr+1, Lr) = (q − 1)−1(q(m−1)−2r − 1). Similarly, one
checks that

#D(Lr+1, Lr) = #U(L#
r , L

#
r+1) = (q − 1)−1(q2(r+1) − 1) .

Thus

λ(Lr) = λ(L(m−1)/2) ·
(m−3)/2∏
i=r

q2(i+1) − 1

q(m−1)−2i − 1
= λ(L(m−1)/2) ·

(
(m− 1)/2

(m− 1)/2− r

)
q2

and

λ(Lr) = λ(L0) ·
r−1∏
i=0

q(m−1)−2i − 1

q2i+2 − 1
= λ(L0) ·

(
(m− 1)/2

(m− 1)/2− r

)
q2

.

Hence it suffices to show that λ(L0) = 1/2 or λ(L(m−1)/2) = 1/2.
Suppose first that e is even and set f = e/2. To ease notation, write M for L(m−1)/2.

Then pfM is pf -maximal and #D(M, p
f
M) = 1 as explained in Remark 4.3.4. Conversely,

#U(M, p
f
M) = 1 since (p

f
M)#/ pfM is cyclic. Thus λ(L(m−1)/2) = λ(p

f
M) = 1/2 by

Theorem 4.5.1.
Suppose now that e is odd and set f = (e+ 1)/2. Using the basis of L0 from above, let
M1 := 〈x0, x

′
1y
′
1, . . . , x

′
s, y
′
s〉 and M = 〈πfx0〉 ⊥ M1. Then #D(L0,M) = 1 as M is the

unique maximal sublattice of L0 with norm pf . Conversely, for 0 ≤ i < f , 〈πix0〉 ⊥M1

is the only superlattice of 〈πi+1x0〉 ⊥ M1 which is isometric to (πiπi) ⊥ H(1)(m−1)/2.
Whence λ(L0) = λ(M). Further, M is pf -maximal and therefore λ(L0) = λ(M) = 1/2
by Theorem 4.5.1. This finishes the proof. �

If m is even, the computation of local densities is much more involved. First, an
analogue to Proposition 4.4.2 is given.

Theorem 4.5.3 Let i ∈ Z such that e+ i is odd and set f = e+i−1
2 . Let L = L0 ⊥ L1 be

an Op-lattice in (Vp,Φ) such that L0 is Pi-modular and rank(L0) ≥ 2 is even. Suppose
n(L0) = pf and n(L1) ⊆ pf+1.

1. Let L′0 denote the o/p-space L0/PL0. Then

Q : L′0 → o/p, x+ PL0 7→ p−fQΦ(x) + p

is a well defined quadratic form on L′0.
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2. Given any primitive vector w ∈ L0, set Lw := {x ∈ L ; Φ(x,w) ∈ Pi+1}. Let v be a
fixed primitive vector of L0. If Q(v+PL0) = 0 let X denote the set of all isotropic
lines in (L′0, Q). Otherwise let X denote the set of all anisotropic lines of (L′0, Q).
Then

σ : X → D(L,Lv), 〈w + PL0〉 7→ Lw

is a bijection.

Proof. 1. The map Q is well defined since T(πΦ(x, y)) ∈ T(Pi+e+1) = pf+1 for all
x, y ∈ L. Further,

(x+PL0, y+PL0) 7→ Q(x+y+PL0)−Q(x+PL0)−Q(y+PL0) = p−f T(Φ(x, y)) +p

is bilinear and thus Q is a quadratic form.
2. The most difficult part is to show that σ is well defined. Let 〈w + PL0〉 ∈ X. The

map σ does not depend on the chosen representative w. By Witt’s theorem, there exists
some automorphism ϕ′ ∈ Aut(L′0, Q) such that ϕ′(v + PL0) = w + PL0, see for example
[Kne02, Satz 3.4] for details. Hence there exists some O-linear map ϕ1 : L0 → L0 such
that ϕ1(v) + PL0 = w + PL0 and Φ(ϕ1(x), ϕ1(x))− Φ(x, x) ∈ p1+f for all x ∈ L1. To
show that Lw ∈ D(L,Lv), the map ϕ′ will be lifted to some (hermitian) automorphism
of L0 using arguments similar to [Kne02, Section V.15]. Suppose there exists some
O-linear lift ϕk : L0 → L0 of ϕ′ such that

QΦ(ϕk(x))−QΦ(x) ∈ pk+f for all x ∈ L0 .

Define
Qk : L′0 → o/p, x+ PL0 7→ p−k−f (QΦ(ϕk(x))−QΦ(x)) + p .

As before, the map Qk is well-defined since e+ i is odd. Further,

Qk(x+ y)−Qk(x)−Qk(y) = p−k−f T(Φ(ϕk(x), ϕk(y))− Φ(x, y)) + p for all x, y ∈ L0

defines a bilinear form on L′0. Hence Qk is a quadratic form on L′0. So there exists some
(not necessarily symmetric) bilinear form Ψ: L′0 × L′0 → o/p such that

Qk(x+ PL0) = Ψ(x+ PL0, x+ PL0) for all x ∈ L0 .

The assumption that L0 is Pi-modular implies that

L′0 × L′0 → o/p, (x+ PL0, y + PL0) 7→ p−f T(Φ(x, y)) + p

is bilinear and non-degenerate. In particular, given any element b in some O-basis B
of L0, there exists some vb ∈ L0 such that

Ψ(x+ PL0, b+ PL0) = −p−f T(Φ(x, vb)) + p for all x ∈ L0 . (4.5.2)

Let v : L0 → L0 be the O-linear map defined by v(b) = vb and set ϕk+1 := ϕk + pkv.
Equation (4.5.2) shows that

QΦ(ϕk(x))−QΦ(x) + pk T(Φ(x, v(x)) ∈ pk+1+f for all x ∈ L0 .
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But this is equivalent to

QΦ(ϕk+1(x))−QΦ(x) ∈ pk+1+f for all x ∈ L0 .

Proceeding in this way, one obtains a sequence (ϕk) of O-linear maps on L0. Remark 2.1.6
shows that ϕ := limk→∞ ϕk is an isometry of EL0 and thus injective. It is surjective since
ϕ(L0) and L0 are both unimodular. Let ϕ′ ∈ Aut(L) be any extension of ϕ ∈ Aut(L0).
Then 〈ϕ′(v) + PL0〉 = 〈w + PL0〉 and therefore Lw = ϕ′(Lv) ∈ D(L,Lv) as claimed.
Further, σ is injective since L0 is Pi-modular. If M ∈ D(L,Lv), there exist some
isometry τ ∈ U(V,Φ) with M = τ(Lv). Write τ(v) = v0 + v1 with vi ∈ Li. Then
M = Lτ(v) = Lv0 . The assumption on n(L1) implies that Q(v + PL0) = Q(v0 + PL0)
and therefore 〈v0 + PL0〉 ∈ X. So σ is surjective. �

Again, using [Kne02, Section IV.13], the previous result can be made effective.

Corollary 4.5.4 In the situation of Theorem 4.5.3, one has

#D(L,Lv) =

{
qk−1(qk − ε) if ordp(QΦ(v)) = e+i−1

2 ,

(q − 1)−1(qk − ε)(qk−1 + ε) otherwise,

where k = 1
2 rank(L0), ε = +1 if EL0 is hyperbolic and ε = −1 otherwise.

Theorem 4.5.5 Let Lp = L0 ⊥ L1 be an Op-lattice in (Vp,Φ) such that Li is Pi-modular.
Write `0 := ordp(n(L)), `1 := ordp(n(PL0 ⊥ L1)) and mi := rank(Li). If m = m0 +m1

is even, then

λ(L) =
c

2
·
(
m/2

m0/2

)
q2

where c ∈ N is given as follows:

1. If Lp
∼= H(0)m0/2 ⊥ H(1)m1/2, then c =

{
q
m1
2 + 1 if e is even,

q
m0
2 + 1 if e is odd.

2. If (Vp,Φ) is hyperbolic and Lp 6∼= H(0)m0/2 ⊥ H(1)m1/2, then

c =


qm(e/2−`1)−m1/2(qm1 − 1) if `0 = `1 and e is even,

qm(e/2−1−`0)+m1/2(qm0 − 1) if `0 6= `1 and e is even,

qm((e−1)/2−`1)+m0/2(qm1 − 1) if `0 = `1 and e is odd,

qm((e−1)/2−`0)−m0/2(qm0 − 1) if `0 6= `1 and e is odd.

3. If (Vp,Φ) is non-hyperbolic, then

c =



qm1/2 − 1 if `0 = `1 = e/2 and e is even,

qm(e/2−`1)−m1/2(qm1 − 1) if `0 = `1 < e/2 and e is even,

qm(e/2−1−`0)+m1/2(qm0 − 1) if `0 6= `1 and e is even,

qm((e−1)/2−`1)+m0/2(qm1 − 1) if `0 = `1 and e is odd,

qm0/2 − 1 if `0 6= `1, `0 = (e− 1)/2 and e is odd,

qm((e−1)/2−`0)−m0/2(qm0 − 1) if `0 6= `1, `0 < (e− 1)/2 and e is odd.
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Proof. Let u0 be as in Corollary 3.3.17. If (V,Φ) is hyperbolic, let u = 0; otherwise let
u = −u0. For 0 ≤ r ≤ m

2 , let Lk,r and Mk,r be Op-lattices in (Vp,Φ) such that

Lk,r ∼= 〈
(
pk 1
1 up−k

)
〉 ⊥ H(0)r ⊥ H(1)s with 0 ≤ k ≤

{
b e2c if u = 0 ,

b e−1
2 c if u 6= 0 ,

Mk,r
∼= 〈
(
pk π
π up1−k

)
〉 ⊥ H(0)r ⊥ H(1)s with 1 ≤ k ≤

{
b e+1

2 c if u = 0 ,

b e2c if u 6= 0

(4.5.3)

where s = m
2 − r − 1. Note that, if `0 6= `1, then L ∼= L`0,m0

2
−1. Conversely, if `0 = `1,

then L ∼= M`1,
m0
2

.

First, the following claim will be established:

#D(Lk,r,Mk+1,r) =

{
qr(qr+1 − 1) if k = e−1

2 ,

1 otherwise.

#U(Lk,r,Mk+1,r) =


qs(qs+1 − 1) if k = e

2 − 1 and u = 0,

qs(qs+1 + 1) if k = e
2 − 1 and u 6= 0,

(q − 1)−1(q2s+2 − 1) if k = e−1
2 ,

q1+2s otherwise.

(4.5.4)

The quantities #D(Lk,r,Mk+1,r) have already been worked out in Remark 4.3.4 and

Corollary 4.5.4. Also, the first two cases of #U(Lk,r,Mk+1,r) = #D(M#
k+1,r, L

#
k,r) follow

from Corollary 4.5.4. So only the last two cases of #U(Lk,r,Mk+1,r) need to be discussed.

Let Mk+1,r = 〈x, y〉 ⊥ M0 ⊥ M1 where G(x, y) =
(
pk+1 π

π up−k

)
, M0

∼= H(0)r and

M1
∼= H(1)s. Every element of U(Lk,r,Mk+1,r) is of the form Mk+1,r + P−1v where

v = αx+ βy + v0 + v1 with α, β ∈ O and vi ∈Mi. Comparing norms and scales shows
that one may assume v0 = 0. Further, k 6= e−1

2 implies α /∈ P. By Theorem 3.3.18, each
such v yields a lattice in U(Lk,r,Mk+1,r).
Similarly, one shows that

#U(Lk,r,Mk,r) =

{
(q − 1)−1(qs+1 − 1)(qs + 1) if k = e

2 ,

1 otherwise.

#D(Lk,r,Mk,r) =


qr(qr+1 − 1) if u = 0 and k = e−1

2 ,

qr(qr+1 + 1) if u 6= 0 and k = e−1
2 ,

(q − 1)−1(q2r+2 − 1) if k = e
2 ,

q1+2r otherwise.

(4.5.5)

In particular, for any fixed r, one can compare the local factors of any pair of lattices
defined in equation (4.5.3). In the following, only the cases where e is even will be
discussed. The cases where e is odd are proved similarly.
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1. Since e is assumed to be even, the lattice Le/2,m/2−1
∼= H(0)m/2 is pe/2-maximal

and therefore λ(Le/2,m/2−1) = 1. If 1 ≤ r < m/2, then equation (4.5.5) shows that

λ(Le/2,r−1) = λ(Me/2,r) = λ(Le/2,r) ·
q2r+2 − 1

(qm/2−r − 1)(qm/2−r−1 + 1)

and therefore

λ(H(0)r ⊥ H(1)m/2−r) = λ(Le/2,r−1) =

m/2−1∏
i=r

q2i+2 − 1

(qm/2−i − 1)(qm/2−i−1 + 1)

=
qm/2−r + 1

2
·
(
m/2

r

)
q2

,

λ(H(1)m/2) = λ(Me/2,0) = λ(Le/2,0) · q2 − 1

(qm/2 − 1)(qm/2−1 + 1)
=
qm/2 + 1

2
.

This proves part 1.

2. Suppose k < e/2. From equations (4.5.4) and (4.5.5) it follows that

λ(Lk,r) = λ(Lk+1,r) ·

{
(q2r+2−1)qm/2−1−r

(qm/2−1−r+1)
if k = e

2 − 1,

qm otherwise.

Hence

λ(Lk,r) = qm(e/2−1−k)+m/2−1−r q2r+2 − 1

qm/2−1−r + 1
· λ(Le/2,r) .

Equation (4.5.5) also yields

λ(Mk,r) = λ(Lk,r) · q1+2r = qm(e/2−1−k)+m/2+r q2r+2 − 1

qm/2−1−r + 1
· λ(Le/2,r) .

Part 2. now follows immediately by plugging in the explicit value of λ(Le/2,r) into the
previous two equations.

3. The lattice Me/2,m/2−1 is pe/2-maximal and therefore λ(Me/2,m/2−1) = qm−1
2(q+1) .

Corollary 4.5.4 gives

#U(Me/2,r+1,Me/2,r) = #D(M#
e/2,r,M

#
e/2,r+1) =

(qm/2−r−1 − 1)(qm/2−r + 1)

q − 1
.

Conversely, let M#
e/2,r+1 = M0 ⊥ M−1 where M0

∼= H(0)r+1 and M−1 is P−1-modular.

The lattices in U(M#
e/2,r,M

#
e/2,r+1) are precisely the lattices M#

e/2,r+1 + P−1v where v

denotes a primitive vector in M0. Thus #D(Me/2,r+1,Me/2,r) = (q − 1)−1(q2r+2 − 1).
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Hence

λ(Me/2,r) = λ(Me/2,e/2−1) ·
m/2−2∏
i=r

q2i+2 − 1

(qm/2−i−1 − 1)(qm/2−i + 1)

=
qm/2−r − 1

2

(
m/2

r

)
q2

,

λ(Le/2−1,r) = λ(Me/2,r) · qm/2−r−1(qm/2−r + 1) = qm/2−r−1 q
2r+2 − 1

2

(
m/2

r + 1

)
q2

.

Finally, suppose 0 ≤ k ≤ e
2 − 2. Equations (4.5.4) and (4.5.5) show that

λ(Lk,r) = qm · λ(Lk+1,r) = qm(e/2−1−k) · Le/2−1,r ,

λ(Mk+1,r) = q2r+1−m · λ(Lk,r) = qm(e/2−2−k)+2r+1 · Le/2−1,r .

This finishes the proof of part 3. �
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5 Kneser’s Neighbour method

Let K be a number field and let (V,Φ) be a regular hermitian space over E.
In this chapter, an algorithm to compute representatives of the isometry classes in the

genus of some given O-lattice in (V,Φ) will be presented. The algorithm is originally due
to M. Kneser, who introduced it in [Kne57] for quadratic lattices over the integers. It
has then been adopted for number fields by R. Scharlau & B. Hemkemeier [SH98], for
hermitian forms by A. Schiemann [Sch98] using ideas of D. Hoffmann [Hof91], and for
quaternionic hermitian forms by C. Bachoc [Bac95]. The exposition given here follows
[Sch98] and provides a uniform approach which works in all three cases.

5.1 Strong approximation

If E is commutative, some problems arise. In such a case, the orthogonal or unitary
group of (V,Φ) does not have the strong approximation property. Luckily there exist
finite-index subgroups which have that property. Depending on dimK(E), the following
notation will be assumed in this chapter.

The case E = K

Let v ∈ V be anisotropic. The reflection along 〈v〉⊥

τv : V → V, w 7→ w − 2
Φ(w, v)

Φ(v, v)
v

defines an isometry in O(V,Φ). Conversely, any isometry ϕ ∈ O(V,Φ) can be expressed as
a finite product ϕ = τv1 ◦ . . .◦τvr of reflections. Using Clifford algebras, one can show that∏r
i=1QΦ(vi) ∈ K∗/(K∗)2 does not the depend on the chosen factorization (c.f. [O’M73,

54:6]). Hence there exists a unique group homomorphism θ : O(V,Φ)→ K∗/(K∗)2 such
that θ(τv) = QΦ(v)(F ∗)2 for all anisotropic vectors v ∈ V . The map θ is called the spinor
norm of (V,Φ). In [Zas62], H. Zassenhaus gives an equivalent definition of spinor norms
in terms of determinants. His characterization yields a different proof for the fact that
the spinor norm is a well defined group homomorphism.

Definition 5.1.1 The special orthogonal group of (V,Φ) is the kernel

SO(V,Φ) = {σ ∈ O(V,Φ) ; det(σ) = +1}

of det : O(V,Φ)→ {±1}. Further, let

S(V,Φ) = {σ ∈ SO(V,Φ) ; θ(σ) = +1}
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5 Kneser’s Neighbour method

be the kernel of θ, when restricted to SO(V,Φ). Similarly, one defines SO(Vp,Φ) and
S(Vp,Φ) for all p ∈ P(o).
Two o-lattices L and M in (V,Φ) are said to be in the same spinor genus if there exists
an isometry σ ∈ O(V,Φ) such that Lp = σ(ϕp(Mp)) with ϕp ∈ S(Vp,Φ) for all p ∈ P(o).
The spinor genus of L will be denoted by sgen(L).

The case that E/K is a quadratic field extension

Definition 5.1.2 The special unitary group of (V,Φ) is the kernel

S(V,Φ) := {σ ∈ U(V,Φ) ; det(σ) = +1}

of det : U(V,Φ)→ {±1}. Similarly, one defines S(Vp,Φ) for all p ∈ P(o).
Two O-lattices L and M in (V,Φ) are said to be in the same special genus if there exists
an isometry σ ∈ U(V,Φ) such that Lp = σ(ϕp(Mp)) with ϕp ∈ S(Vp,Φ) for all p ∈ P(o).
The special genus of L will be denoted by sgen(L).

The case that E/K is a quaternion algebra

To be able to present the theory in a uniform way, set S(V,Φ) = U(V,Φ) and let the
special genus sgen(L) of any O-lattice L in (V,Φ) be the usual genus gen(L).

By Theorem 2.4.5, every genus is a disjoint union of finitely many spinor/special genera
which in turn are disjoint unions of finitely many isometry classes. As promised before,
the group S(V,Φ) usually does have the strong approximation property.

Theorem 5.1.3 (Strong approximation) Suppose dimK(V ) ≥ 3. Let S ⊆ P(o) be a
set of prime ideals of o and let T ⊆ S be a finite subset. Suppose that there exists a
place v of K, not corresponding to an ideal in S, such that (Vv,Φ) is isotropic. Further,
let L be an O-lattice in (V,Φ) and for p ∈ T fix some σp ∈ S(Vp,Φ). Then for every
k ∈ N there exists some σ ∈ S(V,Φ) such that

(σ − σp)(Lp) ⊆ pkLp for all p ∈ T and

σ(Lp) = Lp for all p ∈ S − T .

Proof. See for example the article of M. Kneser [Kne66]. �

Corollary 5.1.4 Suppose dimK(V ) ≥ 3 and let L be an O-lattice in (V,Φ).

1. If (V,Φ) is indefinite, then sgen(L) = cls(L).

2. If (V,Φ) is definite, let p ∈ P(o) such that (Vp,Φ) is isotropic. Then there exists
some M ∈ sgen(L) such that Mq = Lq for all q ∈ P(o)− {p}.

Proof. Let M ∈ sgen(L). There exist some σ ∈ U(V,Φ) such that for all q ∈ P(o) one
has Mq = σ(τq(Lq)) for some τq ∈ S(Vq,Φ). Set S = P(o) if (V,Φ) is indefinite, otherwise
set S = P(o) − {p}. Let T = {q ∈ P(o) ; Mq 6= σ(Lq)} and fix some k ∈ N such that
qkLq ⊆ τq(Lq) for all q ∈ T . By strong approximation, there exists some ϕ ∈ S(V,Φ)
such that ϕ(Lq) = τq(Lq) for all q ∈ S. Hence Mq = σ(ϕ(Lq)) for all q ∈ S. �
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In particular, if E is a quaternion algebra, then every genus in (V,Φ) has class number
one whenever (V,Φ) is indefinite.

5.2 Neighbours of a lattice

Let L be an O-lattice in (V,Φ) and let p be a good prime ideal of o such that Lp is modular.
Further, let P be some maximal left ideal of O that contains p. After rescaling Φ, one
can make the following assumptions:

• If p is unramified in E, then Lp is unimodular.

• If p is ramified in E, then Lp is either unimodular or P−1-modular.

• Lq is integral for all q ∈ P(o)− {p}.

Definition 5.2.1 In the above situation, one defines:

1. An O-lattice L′ in (V,Φ) is a P-neighbour of L if L′p is s(Lp)-modular and there
exist O-module isomorphisms

L/(L ∩ L′) ∼= O/P and L′/(L ∩ L′) ∼= P
−1
/O .

2. a) If Lp is unimodular, then x ∈ L is said to be P-admissible, if x /∈ PL and
QΦ(x) ∈ PP. If this is the case, let

LxP := {y ∈ L ; Φ(x, y) ∈ P} and Lx,P := LxP + P
−1
x .

b) If Lp is P−1-modular, then x ∈ L is said to be P-admissible, if x /∈ PL and
QΦ(x) ∈ p. If this is the case, let

LxP := {y ∈ L ; Φ(x, y) ∈ O} and Lx,P := LxP + P−1x .

The lattice Lx,P is called the P-neighbour of L at x.

Remark 5.2.2 Let x ∈ L be P-admissible.

1. Let M be a P-neighbour of L. Then Lq = Mq for all q ∈ P(o)− {p}. Further, Lp

and Mp are both s(Lp)-modular. Hence M and L are in the same genus.

2. By the same argument, L and Lx,P are in the same genus.

3. σ(Lx,P) = Lσ(x),P for all σ ∈ Aut(L).

Lemma 5.2.3 Let M 6= L be an O-lattice in (V,Φ) such that Lq = Mq for all q ∈ P(o)
different from p. If E is a quadratic extension of K which is split at p, it is further
assumed that P

e
M ⊆ L for some e ≥ 1. Then PM ∩ L 6⊆ PL.
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5 Kneser’s Neighbour method

Proof. Suppose first that P is a twosided O-ideal. Then there exists a minimal e ≥ 0
such that P

e
M ⊆ L. Note that e ≥ 1 since L 6= M . The minimality of e implies that

PM ∩ L 6⊆ PL.
Suppose now that P is not a twosided O-ideal. Then E is a quaternion algebra which
is unramified at p. Further A := {α ∈ E ; αM ⊆ L} is a proper, integral, twosided
ideal of O. Hence A = Ope for some e ≥ 1, c.f. [KV10, Lemma 3.1]. Assume that
PM ∩ L ⊆ PL. Then

OpeM ⊆ PM ∩ L ⊆ PL

and therefore P
−1Ope ⊆ A = Ope. But then P

−1 ⊆ O yields the desired contradiction.�

Note that if M is a P-neighbour of L and Ep/Kp
∼= Kp ⊕Kp then M/(L ∩M) ∼= O/P

shows that PM ⊆ L. Hence M satisfies the conditions of the previous lemma.

Proposition 5.2.4 The set of all P-neighbours of L is given by

{Lx,P ; x ∈ L is P-admissible} .

Proof. Let x ∈ L be P-admissible. Then

Lx,P/(L ∩ Lx,P) ∼= (Lx,P + L)/L = (P
−1
x+ L)/L ∼= P

−1
x/(L ∩P

−1
x) ∼= P

−1
/O .

If Lp is unimodular, the O-module morphism

L→ O/P, y 7→ Φ(y, x) + P

has kernel L∩Lx,P = LxP and is surjective since O/P is a simple O-module. Similarly, if

Lp is P−1-modular, then

L→ P−1/O ∼= O/P, y 7→ Φ(y, x) +O

is surjective with kernel L ∩ Lx,P = LxP. Thus Lx,P is a P-neighbour of L in any case.
Conversely, let M be any P-neighbour of L. Lemma 5.2.3 shows that there exists some
x ∈ (PM ∩ L) − PL. Then x is P-admissible. The claim is that M = Lx,P. First
note that L ∩M ⊆ LxP since M is modular. Further, Lp is also modular, so Lxp ( L.
Since L/(L ∩M) is a simple O-module it follows that LxP = L ∩M . Thus LxP ⊆M and
therefore Lx,P ⊆M . But then Lx,P = M by modularity. �

Proposition 5.2.5 (Kneser) Let M ∈ gen(L) such that Lq = Mq for all q ∈ P(o)−{p}.
If E/K is a quadratic extension which is split at p, it is further assumed that P

e
M ⊆ L

for some e ≥ 1. Then there exists a sequence of O-lattices L = L0, L1, . . . , Lr = M such
that Li is a P-neighbour of Li−1 for all 1 ≤ i ≤ r.

Proof. Let e ≥ 0 such that [L/(L ∩M)]o = pe. There is nothing to show if e = 0,
so suppose e ≥ 1. By Lemma 5.2.3 there exists some x ∈ (PM ∩ L) − PL. Then

x is P-admissible. Further, Lx,P ∩M properly contains L ∩M since P
−1
x ⊆ M but

P
−1
x 6⊆ L. Thus [L/(Lx,P ∩M)]o = pf for some f < e. The result follows by induction

on e. �
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5.3 Computing the neighbours

Definition 5.2.6 The set of all O-lattices M in (V,Φ) such that there exists some
σ ∈ U(V,Φ) and a sequence L = L0, L1, . . . , Lr = σ(M) where Li is a P-neighbour of
Li−1 will be denoted by N (L,P).

Proposition 5.2.7 The set N (L,P) coincides with

{M ∈ gen(L) ; there exists M ′ ∈ cls(M) such that Lq = M ′q for all q ∈ P(o)− {p}} .

Proof. In view of Proposition 5.2.5, only the case that Ep
∼= Kp ⊕ Kp requires proof.

Let M ∈ N (L,P). By loc. cit. it suffices to show that there exists some M ′ ∈ cls(M)
such that P

e
M ′ ⊆ L for some e ≥ 0. There exists some f ≥ 0 such that (PP)fM ⊆

L. Without loss of generality, Pf is principal, say generated by α ∈ E∗. But then

M ′ := αα−1M ∈ cls(M) satisfies P
2f
M ′ = P

2f
(P
−1

P)fM = (PP)fM ⊆ L. �

Corollary 5.2.8 Suppose dimK(V ) ≥ 3. If (Vp,Φ) is isotropic, then

sgen(L) ⊆ N(L,P) .

Proof. This follows immediately from Proposition 5.2.7 and Corollary 5.1.4. �

Note that (Vp,Φ) is isotropic at almost all prime ideals p, c.f. Theorem 3.2.2 and
Corollary 3.2.4 for details.

5.3 Computing the neighbours

The space (V,Φ), the lattice L as well as the prime ideals p and P are as before. This
section explains the neighbour algorithm to compute a system of representatives of the
isometry classes in N(L,P) whenever (V,Φ) is definite. Let O′ = O ∩ Or(P) be the
intersection of the left and right orders of P. Then L/PL is a vector space over the
finite field O′/P. For x ∈ L − PL, the class of x + PL in the projective O′/P-space
L/PL will be denoted by [x]. Note that O′ = O unless E is a quaternion algebra which
is unramified at p. In this special case, P is a non-invertible twosided ideal of O′ and
O′/P ∼= o/p.

The first question one has to answer is: ‘Which projective classes yield P-neighbours
of L and if so, how many?’ The exposition below follows A. Schiemann [Sch98, Section 3]
who discusses the case that dimK(E) = 2.

Lemma 5.3.1 For P-admissible vectors x, y ∈ L, the following statements are equivalent:

1. Lx,P = Ly,P

2. [x] = [y] and Φ(x, y) ∈ Ps(L)P.

Proof. 1.→ 2. From

P
−1

Φ(x, y)P−1 = Φ(P
−1
x,P

−1
y) ⊆ Φ(Lx,P, Lx,P)
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5 Kneser’s Neighbour method

it follows that Φ(x, y) ∈ Ps(L)P and

PLxP︸ ︷︷ ︸
⊂PL

+Or(P)x = PLx,P = PLy,P = PLyP︸ ︷︷ ︸
⊂PL

+Or(P)y

shows that y ≡ αx (mod PL) for some α ∈ Or(P). It remains to show that α ∈ O. Thus
one may assume that E is a quaternion algebra which is unramified at p. Since O and
Or(P) agree at all places of K different from p, it suffices to show that α ∈ Op. Without
loss of generality, Op = o2×2

p and P = Op ·
(

1 0
0 p

)
where p denotes some uniformizer of p.

Then Or(P)p =
(

op pop
p−1op op

)
and α =

(
a pb

p−1c d

)
for some a, b, c, d ∈ op. Suppose c /∈ pop.

Let (b1, . . . , bm) be any Op-basis of Lp. Then x =
∑m

i=1 λibi for some λi =
(
ai bi
ci di

)
∈ Op.

The condition αx ∈ L shows that αλi ∈ Op for all i. This is equivalent to ai, bi ∈ p, i.e.
λi ∈ Pp. But this contradicts the assumption x /∈ PL. Hence c ∈ pop and therefore
α ∈ O.

2.→ 1. If Lp is unimodular, let A = P, otherwise let A = O. There exist α, β ∈ O′−P

and v, w ∈ PL such that x = αy + v and y = βx+w. Let γx+ z ∈ Lx,P where γ ∈ P
−1

and z ∈ LxP. To show that γx + z = γαy + γv + z ∈ Ly,P, it suffices to show that
γv + z ∈ LyP:

Φ(y, γv + z) ≡ Φ(βx, γv + z) ≡ Φ(βx, γv) ≡ β Φ(x, x− αy)︸ ︷︷ ︸
∈PP

γ ≡ 0 (mod A) .

Hence Lx,P ⊆ Ly,P. The converse inclusion follows the same way. �

Using the previous result, one can write down minimal subsets R(L,P) ⊂ L such that
{Lx,P ; x ∈ R(L,P)} are the P-neighbours of L. This generalizes [Sch98, Section 3].

Proposition 5.3.2 Let S be a system of representatives of the projective O′/P-space
L/PL. Define a subset R(L,P) ⊂ L as follows:

1. If E = K, fix some p ∈ p− p2. For any x ∈ S with QΦ(x) ∈ p, there exists some
zx ∈ L such that Φ(zx, x) /∈ p. Set

R(L,P) := {x+ pbxzx ; x ∈ S, QΦ(x) ∈ p}

where bx ∈ o such that bx ≡ − QΦ(x)
2pΦ(zx,x) (mod p).

2. If Ep
∼= Kp ⊕Kp, set R(L,P) := {πx ; x ∈ S} where π ∈ P−P.

3. If Ep
∼= K2×2

p , let π ∈ P −P. For any x ∈ S, there exist some zx ∈ L such that
Φ(zx, πx) /∈ P. Further, there exists some βx ∈ pO such that βxΦ(zx, πx) /∈ PP.
Set

R(L,P) := {πx+ bβxzx ; x ∈ S, b+ p ∈ o/p} .
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4. Suppose E is ramified at p and Lp is unimodular. For any x ∈ S with QΦ(x) ∈ p,
there exists some zx ∈ L such that Φ(zx, x) /∈ P. Set

R(L,P) := {x+ βzx ; x ∈ S, QΦ(x) ∈ p, β + P2 ∈ P/P2} .

5. Suppose E is ramified at p and Lp is P−1-modular. For any x ∈ S, there exists
some zx ∈ L such that Φ(zx, x) /∈ O. Set

R(L,P) := {x+ βzx ; x ∈ S, β + P2 ∈ P/P2 and QΦ(x) + T(Φ(βzx, x)) ∈ p} .

6. If dimK(E) = 2 and p is inert in E, let p ∈ p− p2. For any x ∈ S with QΦ(x) ∈ p,
there exists some zx ∈ L such that Φ(zx, x) /∈ P. Let R(L,P) denote the set

{x+ βpzx ; x ∈ S, QΦ(x) ∈ p, β + P ∈ O/P and QΦ(x)/p+ T(βΦ(zx, x)) ∈ p} .

Then {Lx,P ; x ∈ R(L,P)} are the P-neighbours of L and no proper subset of R(L,P)
has this property.

Proof. 1. Let x ∈ L − pL. Then QΦ(x) ≡ QΦ(y) (mod p) for all y + pL ∈ [x]. Hence
the projective lines [x] with QΦ(x) /∈ p never yield p-neighbours. If QΦ(x) ∈ p, then zx
exists since Lp is unimodular. Further x + pλxzx is p-admissible. So after replacing x
with x+ pλxzx, one may suppose that x is p-admissible. Let y ∈ L with [x] = [y] also be
p-admissible. Then y = ax+ bz for some a ∈ o− p, b ∈ p and z ∈ L. Thus

QΦ(y) = a2QΦ(x) + 2abΦ(x, z) + b2QΦ(z) ∈ p2

and therefore Φ(x, y) ≡ bΦ(x, z) ≡ 0 (mod p2). Hence Lemma 5.3.1 shows that [x] yields
a single neighbour.

2. and 3. Let x ∈ L−PL. Then QΦ(πx) ∈ PP. Note that this implies that πx /∈ PL.
This is clearly true if E is commutative and in the quaternion case one can argue as
in the proof of Lemma 5.3.1. Hence R(L,P) contains only P-admissible vectors. Let
y = απx+ βz be P-admissible where α ∈ O′ −P, β ∈ P and z ∈ L. Then

QΦ(y)︸ ︷︷ ︸
∈p

= αα ππ︸︷︷︸
∈p

QΦ(x) + ββ︸︷︷︸
∈p

QΦ(z) + αΦ(πx, z) β︸︷︷︸
∈P

+βΦ(z, πx)α

shows that βΦ(z, πx)α ∈ P. From βΦ(z, πx) ∈ P ⊆ O′ and α /∈ P it follows that
βΦ(z, πx) ∈ P ∩P. If E is commutative, then P ∩P = PP and therefore Φ(y, x) ≡
βΦ(z, πx) ≡ 0 (mod PP). So by Lemma 5.3.1, the line [x] only yields a single neighbour.
This finishes the proof of part 2.
Suppose now E is a quaternion algebra. The element zx exists since πx /∈ PL and L is
unimodular. To show that βx exists, one may suppose that Op = o2×2

p and P = Op ·
(

1 0
0 p

)
where p denotes some uniformiser of p. Then Φ(zx, πx) =

(
a b
c d

)
with a, b, c, d ∈ op. Set

βx = p
(
e f
g h

)
with e, f, g, h ∈ op. Then βxΦ(zx, πx) ∈ (PP)p if and only if eb+ hd ∈ p.
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The condition Φ(zx, πx) /∈ P implies that b and d cannot both lie in p. Hence there
exists βx ∈ pO such that βxΦ(zx, πx) /∈ PP. Let y′ = α′πx+β′z′ be P-admissible where
α′ ∈ O′ −P, β′ ∈ P and z′ ∈ L. By Lemma 5.3.1,

Ly,P = Ly′,P ⇐⇒ βΦ(z, πx)α+ αΦ(πx, z′)β′ ∈ PP .

Since (P ∩P)/PP is an one-dimensional o/p-space, the line [x] gives rise to no more
than #(o/p) neighbours. Conversely, the set {πx + bβxzx ; b + p ∈ o/p} yields #(o/p)
different neighbours.

4. If x ∈ L−PL and QΦ(x) ∈ p then QΦ(y) ∈ p for all y + PL ∈ [x]. Hence one only
has to consider the projective lines [x] such that QΦ(x) ∈ p and then every representative
of [x] is P-admissible. The existence of zx follows from the fact that L is unimodular
and x /∈ PL. Suppose now y = αx + βz for some α ∈ O − P, β ∈ P and z ∈ L. By
Lemma 5.3.1, x and y yield the same neighbour if and only if βΦ(z, x) ∈ P2. Since
β ∈ P, the line [x] can yield no more than #(O/P) different neighbours. Conversely,
different vectors from {x+ βzx ; β + P2 ∈ P/P2} never give the same neighbours.

5. A vector x+βzx with β ∈ P is P-admissible if and only if QΦ(x)+T(βΦ(zx, x)) ∈ p.
Let x′ := x+βzx and y = αx′+γz with α ∈ O−P, β, γ ∈ P and z ∈ L be P-admissible.
After rescaling y with some element in O − P, one may assume that α = 1. The
assumption that y is P-admissible yields that Φ(y, y) ≡ T(γΦ(z, x′)) ≡ 0 (mod p). By
Lemma 5.3.1, x′ and y yield the same neighbour if and only if 0 ≡ Φ(y, x′) ≡ γΦ(z, x′)
(mod P). Now the relative field extension (O/P)/(o/p) is either trivial or quadratic,
depending on dimK(E). So [x] yields a single neighbour if E is commutative but #(o/p)
different neighbours if E is a quaternion algebra. Conversely, the set

{x+ βzx ; β + P2 ∈ P/P2 and QΦ(x) + T(Φ(βzx, x)) ∈ p}

consists of P-admissible representatives of [x] that yield the correct number of neighbours.

6. If x ∈ L−PL such that QΦ(x) /∈ p, then [x] contains no admissible vector. Suppose
now x ∈ L−PL and QΦ(x) ∈ p. Let y = αx+ pβz with α ∈ O−P, β ∈ O and z ∈ L by
any representative of [x]. If y is P-admissible, so is αy and the two vectors give the same
neighbour. Hence one may assume that α = 1. Then y is P-admissible if and only if
QΦ(x)/p+ T(βΦ(y, x)) ∈ p. If Φ(y, x) ∈ P and y is P-admissible, then x is P-admissible
and Lx,P = Ly,P. Suppose Φ(y, x) /∈ P. The trace bilinear form of the relative extension
(O/P)/(o/p) is non-degenerate, hence there are #(o/p) classes β+P ∈ O/P such that y
is P-admissible. From Lemma 5.3.1 it follows that the projective line [x] yields no more
than #(o/p) different neighbours. Conversely, the vectors in

{x+ pβzx ; β + P ∈ O/P and QΦ(x)/p+ T(βΦ(zx, x)) ∈ p}

are P-admissible and they give rise to different neighbours. �

Using the previous result, one can count the number of P-neighbours of L, see [Sch98,
Lemma 3.3].
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Corollary 5.3.3 In the situation of Lemma 5.3.1 let q = NrK/Q(p) and s(Lp) = Pi.
The number #R(L,P) of P-neighbours of L is given by the following table:

dimK(E) m Ep/Kp i #R(L,P)

1 odd − − (qm−1 − 1)/(q − 1)

1 even − − (qm/2 − ε)(qm/2−1 + ε)/(q − 1)
2 − split − (qm − 1)/(q − 1)
2 − inert − q(qm − (−1)m)(qm−1 + (−1)m)/(q2 − 1)
2 odd ramified even q(qm−1 − 1)/(q − 1)

2 even ramified even q(qm/2 − ε)(qm/2−1 + ε)/(q − 1)
2 − ramified odd (qm − 1)/(q − 1)
4 − unramified − q(q2m − 1)/(q − 1)
4 − ramified even q2(qm − (−1)m)(qm−1 + (−1)m)/(q2 − 1)
4 − ramified odd q(q2m − 1)/(q2 − 1)

where ε = +1 if disc(V,Φ) ∈ N(E∗p ) and ε = −1 otherwise.

Proof. If E = K, one may assume that i = 0. Then #R(L,P) is the number of isotropic
lines in the o/p-space L′ := L/PL equipped with the quadratic form

Q′ : L′ → o/p, x+ PL 7→ QΦ(x) + p .

These numbers have been worked out for example in [Kne02, Section V.13]. Suppose
dimK(E) = 2. The split case as well as the ramified case with i odd are obvious. In
the remaining cases, one may assume that i = 0 and again, it boils down to work out
the number of isotropic lines in (L′, Q′). Note that if p is inert in E, then (L′, Q′) is of
dimension 2m and hyperbolic if and only if m is even, see [Sch98, Lemma 3.3] for details.
Suppose now dimK(E) = 4. If p is ramified in E and i is even, one may assume that i = 0.
Then #R(L,P)(q2 − 1)/q2 is the number of anisotropic vectors in the 2m-dimensional
o/p-space L′ := L/PL equipped with the quadratic form

Q′ : L′ → o/p, x+ PL 7→ QΦ(x) + p .

The quadratic space (L′, Q′) is again hyperbolic if and only if m is even. All other cases
are again trivial. �

Lemma 5.3.1 yields a method to enumerate the set of all isometry classes in gen(L)
which are represented by N (L,P).

Algorithm 5.3.4 IteratedNeighbours(L,P)

Input: An O-lattice L in a definite hermitian space (V,Φ) over E of dimension m and
some maximal left ideal P of O such that p := P ∩ o satisfies the assumptions made
in the beginning of Section 5.2.

Output: A set S of representatives of the isometry classes in N (L,P).
1: If Lp is unimodular, set A = P; otherwise set A = O.
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5 Kneser’s Neighbour method

2: Initialise the sets S = T = {L}.
3: while there exists some M ∈ T do
4: Exclude M from T .
5: Let (x1, . . . , xm) be a basis of a free O-submodule M ′ of M such that Mp = M ′p.
6: for x ∈ R(M,P) do
7: Set I := {1 ≤ i ≤ m ; Φ(x, xi) /∈ A} and i := min(I).
8: For j ∈ I − {i} let λj ∈ O such that Φ(x, xj)− Φ(x, xi)λj ∈ A.

9: Set L′ :=
∑

j /∈I Oxj +
∑

j∈I−{i}O(xj − λjxi) + Axi + P
−1
x+ pM .

10: if L′ is not isometric to any element in S then
11: Include L′ to both S and T .
12: end if
13: end for
14: end while
15: return S.

Proof. Note that by induction, the lattice M is always modular at p. Hence I is nonempty.
Further, the lattice L′ in line 9 equals Mx,P. So the algorithm does enumerate some
lattices in N (L,P). The algorithm terminates since the number of isometry classes in
gen(L) is finite. The fact that the algorithm reaches every isometry class in N (L,P)
follows from Proposition 5.2.5 and Remark 5.2.2. �

5.4 Enumerating all isometry classes in a given genus

In this section, algorithms to compute a system of representatives of all isometry classes
of an O-lattice L in (V,Φ) are given. In view of Corollary 5.1.4 and Algorithm 5.3.4, it
suffices to answer the question, which spinor/special genera have to be joined to cover a
given genus completely. If E is a quaternion algebra, then gen(L) = sgen(L). So only the
two cases where E is commutative remain. They will be discussed individually below.

5.4.1 The quadratic case

Suppose E = K is a number field and let (V,Φ) be a regular quadratic space over K of
rank m ≥ 3. The question how the genus of some lattice decomposes into spinor genera
is answered by M. Kneser in [Kne56] using the spinor norms introduced by M. Eichler.
It turns out that a description using proper isometry classes is more suitable.

Definition 5.4.1 Let L,L′ be o-lattices in (V,Φ).

1. The lattices L and L′ are said to be properly isometric, if L′ = ϕ(L) for some
ϕ ∈ SO(V,Φ). The proper isometry class cls+(L) is the set of all o-lattices properly
isometric to L and Aut+(L) := Aut(L) ∩ SO(V,Φ) is the proper automorphism
group of L. Similarly one defines Aut+(Lp) for p ∈ P(o).

2. The lattices L and L′ are said to be in the same proper spinor genus , if there exists
some ϕ ∈ SO(V,Φ) such that ϕ(L)p = σp(L

′
p) with σp ∈ S(Vp,Φ) for all p ∈ P(o).

The proper spinor genus of L will be denoted by sgen+(L).
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5.4 Enumerating all isometry classes in a given genus

The following remark explains how classes, spinor genera and genera differ from their
‘proper’ counterparts, see also Corollary 5.4.8.

Remark 5.4.2 Let L be an o-lattice in (V,Φ) and let p ∈ P(o).

1. cls(L) = cls+(L) if and only if Aut(L) 6= Aut+(L). In particular, if m is odd, then
−idV ∈ Aut(L)−Aut+(L), so cls(L) = cls+(L).

2. If Aut(L) = Aut+(L), then cls(L) = cls+(L) ] cls+(τ(L)) where τ denotes any
isometry in O(V,Φ)− SO(V,Φ). For example one can take τ to be a reflection.

3. Let x ∈ Lp such that QΦ(x)o = n(Lp). The reflection τx fixes L. In particular,
[Aut(Lp) : Aut+(Lp)] = 2. Moreover, if L′ ∈ gen(L), then for all p ∈ P(o) there
exists some σp ∈ SO(Vp,Φ) such that Lp = σp(L

′
p).

For the remainder of this section let L be a fixed o-lattice in (V,Φ).

Definition 5.4.3 Given a prime ideal p of o, the group of spinor norms of Lp is

θ(Lp) := θ(Aut+(Lp)) = {θ(σ) ; σ ∈ Aut+(L)} .

For odd prime ideals, the computation of spinor norms was also solved by M. Kneser.

Theorem 5.4.4 Suppose p ∈ P(o) is odd. Let Lp =⊥r
i=1 Li be a Jordan decomposition

and let
F =

⋃
1≤i≤r

{QΦ(x) ; x ∈ Li and QΦ(x) /∈ ps(Li)} .

Then θ(Lp) = {(
∏2`
i=1 fi)(K

∗
p )2 ; fi ∈ F and ` ∈ N}. In particular, o∗p(K

∗
p )2 ⊆ θ(Lp) if

rank(Li) > 1 for some i and θ(Lp) = o∗p(K
∗
p )2 if L is modular.

Proof. See [Kne56, Satz 3]. �

If p is a prime ideal over 2, then o∗p(K
∗
p )2 ⊆ θ(Lp) if Lp has a Jordan block of rank at

least 3, c.f. [O’M73, Example 93:20]. The explicit computation of θ(Lp) is quite involved
and was only solved recently by C. Beli in [Bel03].

The question, whether M ∈ gen(L) is in the same proper spinor genus as L can
be answered using idèles. The presentation given here follows T. O’Meara [O’M73,
Section 102]. For the remainder of this section, the following notation will be used.

• The group of idèles of K will be denoted by

J = {(xv)v ∈
∏

v∈Ω(K)

K∗v ; xp ∈ o∗p for all but finitely many p ∈ P(o)} .

Note that K∗ can be regarded as a subgroup of J via the diagonal embedding.

• Given a prime ideal p of o and some x ∈ K∗p , let j(p, x) be the idèle satisfying
j(p, x)p = x and j(p, x)v = 1 for all places v different from p.
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5 Kneser’s Neighbour method

• Let JL = {j ∈ J ; jp ∈ θ(Lp) for all p ∈ P(o)}.

• Let S be the set of all infinite places v of K such that (Vv,Φ) is anisotropic. For
any subgroup X of J , let XS be the subgroup {x ∈ X ; xv > 0 for all v ∈ S} of X.

• Let P = {p ∈ P(o) ; θ(Lp) 6= o∗p(K∗p )2}, which can be computed using Theorem 5.4.4

and [Bel03]. Further, let D be the divisor
∏
v∈S v ·

∏
p∈P p1+ordp(4). The ray class

group of o with respect to D will be denoted by ClD(o).

• Let JD = {j ∈ JS ; jp ≡ 1 (mod p1+ordp(4)) for p ∈ P and jp ∈ o∗p for p /∈ P}.

• Given a fractional ideal a of K which is not supported at P , let [a] be its class in
ClD(o). Similarly, given an idèle j ∈ J with jp ∈ o∗p for all p ∈ P , then [j] denotes

the class of
∏

p∈P(o) p
ordp(jp) in ClD(o).

Using idèle groups and spinor norms it is possible to answer which lattices in gen(L)
are contained in the same proper spinor genus.

Theorem 5.4.5 Let M ∈ gen(L). Define some idèle j ∈ J as follows. If p ∈ P(o) with
Lp 6= Mp set jp = θ(σp) where σp ∈ SO(Vp,Φ) such that Mp = σp(Lp). On all other
places v of K set jv = 1. Then M ∈ sgen+(L) if and only if j ∈ K∗SJL. In particular,
the number of proper spinor genera in gen(L) is [J : K∗SJ

L] <∞.

Proof. See for example [O’M73, Section 102]. �

So the above theorem tells exactly, which (proper) spinor genera have to be joined in
order to cover all isometry classes of gen(L). However, the group J/K∗SJ

L, being a
quotient of two infinite groups, is difficult to handle algorithmically. Thus an explicit
isomorphism between J/K∗SJ

L and some quotient of the ray class group ClD(o) will
be given below. I learned this description from Wai Kiu Chan [Cha13] on the AIM
conference on Algorithms for lattices and algebraic automorphic forms.

Theorem 5.4.6 1. The map J/K∗ → J/K∗SJ
L, jK∗ 7→ cjK∗SJ

L with c ∈ K∗ such
that cj ∈ JS is a well defined, surjective homomorphism of groups with kernel
K∗JLS /K

∗. Hence it induces an isomorphism

ψ1 : J/K∗JLS → J/K∗SJ
L .

2. The map ψ : J/K∗ → ClD(o), jK∗ 7→ [cj] where c ∈ K∗ such that cj ∈ JS and
cjp ≡ 1 (mod p1+ordp(4)) for all p ∈ P is a well defined, surjective homomorphism
of groups with kernel K∗JD/K

∗. Hence it induces an isomorphism

ψ2 : J/K∗JD → ClD(o) .

3. For p ∈ P let Xp be a set of generators of θ(Lp)/(K
∗
p )2. Then

U = 〈{ψ(j(p, x)K∗) ; x(K∗p )2 ∈ Xp, p ∈ P}, ClD(o)2〉
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5.4 Enumerating all isometry classes in a given genus

does not depend the chosen representatives. Further,

φ : J/K∗SJ
L → ClD(o)/U, jK∗SJ

L 7→ ψ(jK∗)U

is an isomorphism.

Proof. The first two parts are verified directly. The choice of D implies that J2JD ⊆ JLS .
Further, ψ maps K∗J2JD/K

∗ onto ClD(o)2. Since ClD(o)/ClD(o)2 is an elementary
abelian 2-group, the subgroup U does not depend on the sets Xp. The elements in
K∗JLS /K

∗J2JD are generated by idèles of the form {j(p, x) ; p ∈ P and x ∈ Xp}. So the
image of K∗SJ

L/K∗JD under ψ2 is U . Thus φ is an isomorphism. �

Theorems 5.4.5 and 5.4.6 yield the following results, including an algorithm for com-
puting representatives of the isometry classes in gen(L) in the definite case.

Corollary 5.4.7 Let M ∈ gen(L) and let j be the idèle from Theorem 5.4.5. Then the
following statements are equivalent.

1. M ∈ sgen+(L).

2. j ∈ K∗SJL.

3. φ(j) = 1 where φ is as in Theorem 5.4.6.

Corollary 5.4.8 Let x ∈ V be anisotropic and let Q = {p ∈ P(o) ; QΦ(x)op 6= n(L)p}.
For p ∈ P ∪Q let xp ∈ Lp such that QΦ(xp)op = n(L)p. Let j ∈ J be defined by

jv =

{
1 if v /∈ P ∪Q,
QΦ(x)QΦ(xv) if v ∈ P ∪Q.

Then the following statements are equivalent:

1. sgen+(L) = sgen(L).

2. sgen+(L′) = sgen(L′) for all L′ ∈ gen(L).

3. φ(j) = 1 where φ is as in Theorem 5.4.6.

In particular, if these conditions hold, then the number of proper spinor genera in gen(L)
equals the number of spinor genera in gen(L). Otherwise it is twice that number.

Proof. The equality sgen+(L) = sgen(L) holds if and only if τx(L) ∈ sgen+(L). The
latter condition is equivalent to φ(j) = 1 by Theorems 5.4.5 and 5.4.6. Further, j only
depends on gen(L) by construction. �

In view of Proposition 5.2.7, let N+(L, p) be the set

{M ∈ gen(L) ; there exists M ′ ∈ cls+(M) such that Lq = M ′q for all q ∈ P(o)− {p}} .

The decomposition of N+(L, p) into proper spinor genera is explained by the following
result which strengthens Corollary 5.2.8/3.
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5 Kneser’s Neighbour method

Lemma 5.4.9 Let U be the subgroup of ClD(o) as in Theorem 5.4.6. Let p ∈ P(o) be
odd such that Lp is modular. Further, let M be a p-neighbour of L and let p denote a
uniformiser of p.

1. There exists some σ ∈ SO(Vp,Φ) such that Mp = σ(Lp) and θ(σ) = p(K∗)2.

2. The set N+(L, p) consists of at most two proper spinor genera. More precisely, if
[p] ∈ U , then N+(L, p) = sgen+(L). Otherwise N+(L, p) = sgen+(L) ] sgen+(M).

Proof. 1. There exists some p-admissible x ∈ L such that M = Lx,p. Let y ∈ Lp such
that Φ(x, y) = 1. In particular, Lp = 〈x, y〉 ⊥ L′ for some suitable sublattice L′ of Lp.
Then Mp = 〈p−1x, py〉 ⊥ L′. Hence it suffices to discuss the case that rank(L) = 2. After
replacing x with x+ upy for some u ∈ op, one may assume that QΦ(x) = 0. So without
loss of generality, the Gram matrix of (x, y) is H(0). But then σ := τx−py ◦ τx−y does
the trick.
2. This is an immediate consequence of the previous corollary and the first part. �

Corollary 5.4.10 Suppose (V,Φ) is indefinite. Let φ,U be as in Theorem 5.4.6 and let
j be as in Corollary 5.4.8. Then

1. sgen(L) = cls(L) and sgen+(L) = cls+(L). Moreover, cls+(L) = cls(L) if and only
if φ(j) = 0.

2. Let p1, . . . , ph+ be odd prime ideals of o such that Lpi is modular and [p1], . . . , [ph+ ]
is a transversal of U in ClD(o). Let Li be a pi-neighbour of L. Then L1, . . . , Lh+

represent the proper isometry classes (proper spinor genera) in gen(L).

3. Let p1, . . . , ph be odd prime ideals of o such that Lpi is modular and [p1], . . . , [ph] is a
transversal of 〈U, φ(j)〉 in ClD(o). Let Li be a pi-neighbour of L. Then L1, . . . , Lh
represent the isometry classes (spinor genera) in gen(L).

Proof. The first assertion is a consequence of strong approximation, c.f. Corollary 5.1.4
and the second follows immediately from Corollary 5.4.7 and Lemma 5.4.9. The last
assertion follows from the first two parts and Corollary 5.4.8. �

So the above result solves the indefinite case. The definite case is handled by the
following algorithm.

Algorithm 5.4.11 GenusRepresentatives(L)

Input: An o-lattice L in the definite quadratic space (V,Φ) over K.
Output: A set of representatives of the isometry classes in gen(L).
1: Let p ∈ P(o) of minimal norm such that 2 /∈ p and Lp is modular.
2: Let U be the subgroup of ClD(o) as in Theorem 5.4.6.
3: Replace U by 〈U, [p]〉 ≤ ClD(o).
4: Compute a set G of prime ideals, coprime to 2o, such that Lq is modular for all q ∈ G

and {[g]U ; g ∈ G} generates ClD(o)/U .
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5.4 Enumerating all isometry classes in a given genus

5: Let S be the output of IteratedNeighbours(L, p) and initialize the list S = [S].
6: Initialise i = 1.
7: while i ≤ #S do
8: for q ∈ G do
9: Let M be a q-neighbour of L′ where L′ ∈ S[i].

10: if there exists no lattice in
⋃
S∈S S isometric to M then

11: Let S be the output of IteratedNeighbours(M , p).
12: Append S as the last element of S.
13: end if
14: end for
15: Increment i.
16: end while
17: return

⋃
S∈S S.

Proof. Theorems 5.4.5 and 5.4.6 show that the group ClD(o)/U acts transitively on the
spinor genera in the genus of L via

([g]U, sgen(L′)) 7→ sgen(M ′) where M ′ denotes some g-neighbour of L′.

The algorithm simply implements the standard orbit enumeration of the orbit of sgen(L)
under this action. Note that Algorithm 5.3.4 computes representatives of the isometry
classes of one or two spinor genera. Hence the check in line 10 ensures that each spinor
genus is only visited once. �

5.4.2 The hermitian case

Suppose E/K is a quadratic extension of number fields. The question how the genus
of a given O-lattice L decomposes into special genera was answered by G. Shimura in
[Shi64]. To state the result, some more notation is required.

• Let C0 = {[A] ∈ Cl(O) ; A = A}E Cl(O). The group C0 is generated by

{[P] ∈ Cl(O) ; P a ramified prime ideal of O} ∪ {[aO] ∈ Cl(O) ; [a] ∈ Cl(o)} .

• Further, let J and J0 be the subgroups of the group I(O) of fractional ideals of O
defined by

J = {A ∈ I(O) ; AA = O} and

J0 = {αO ; α ∈ E∗, αα = 1}E J .

• Given a prime ideal q of o, set

Eq,0 = {ε ∈ O∗q ; εε = 1} ,
Eq,1 = {εε−1 ; ε ∈ O∗q}E Eq,0 ,
E(Lq) = {det(σ) ; σ ∈ Aut(Lq)}E Eq,0 .
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Remark 5.4.12 Let q be a prime ideal of o that is ramified in E.

1. The homomorphism C → J/J0, [A] 7→ AA
−1 ·J0 is well-defined and surjective with

kernel C0. In particular, [C : C0] = [J : J0].

2. The homomorphism E∗q → Eq,0/Eq,1, α 7→ αα−1Eq,1 is surjective by Hilbert’s The-
orem 90 and has kernel K∗qO∗q . In particular, [Eq,0 : Eq,1] = [E∗q : K∗qO∗q ] = 2.

3. The homomorphism ϕ : E∗q → Eq,0/E2
q,0, α 7→ αα−1 is surjective by Hilbert’s

Theorem 90 and has kernel K∗qEq,0 = K∗q (E∗q )2. Therefore

Eq,0/E2
q,0
∼= E∗q/K

∗
qEq,0 = E∗q/K

∗
q (E∗q )2 .

This isomorphism also gives a method of computing representatives of Eq,0/E2
q,0 of

the form λ/λ with λ ∈ O.

Proof. The first two assertions are obvious. The last one can be seen as follows. The
groups K∗qEq,0 and K∗q (E∗q )2 are clearly contained in Ker(ϕ). Conversely, let α ∈ Ker(ϕ).
Thus α/α = ε2 with ε ∈ Eq,0. Hence αε = αε ∈ K∗ and α = (αε)ε ∈ K∗Eq,0. Further,

ε = ϕ(λ) for some λ ∈ E∗. Hence α = (αε)λ/λ = (αελλ) · λ−2 ∈ K∗(E∗)2. �

The exact value of E(Lq) is known in almost all cases. The following result is due to
G. Shimura. However, a simpler proof is given below.

Proposition 5.4.13 Let Q be a prime ideal of O and set q := Q ∩ o.

1. If Q is unramified or Lq has a Jordan block of odd rank, then

E(Lq) = Eq,0 .

2. If Q is ramified and 2 /∈ q then

E(Lq) =

{
Eq,0 if Lq has a Qi-modular Jordan block with i even,

Eq,1 otherwise.

3. If Q is ramified and 2 ∈ q then

E2
q,0 ⊆ E(Lq) ⊆ Eq,0 .

If the rank of some Jordan block of Lq is different from 2, then Eq,1 ⊆ E(Lq).

Proof. By Algorithm 3.3.2, L splits into L1 ⊥ L2 with rank(L1) ≤ 2. If rank(L1) = 1,
then E(Lq) = Eq,0. If rank(L2) = 2, then E2

q,0 ⊆ E(Lq). Further, the hyperbolic planes

H(i) admit the isometries {Diag(ε, ε−1) ; ε ∈ O∗p}. In view of Proposition 3.3.5 and
Corollary 3.3.20, this only leaves the case that Q is ramified, 2 /∈ q and the scales of all
Jordan blocks of Lq have odd valuation. Under these assumptions, Proposition 3.3.5 shows
that (Vq,Φ) is hyperbolic and has a skew-symmetric Gram matrix. But determinants of
isometries of such spaces lie in Eq,1, see for example [Sch85, Theorem 7.6]. �
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Theorem 5.4.14 Let P be the set of all primes ideals q of o (ramified in E) such that
Eq,0 6= E(Lq). Set

E(L) =
∏
q∈P
Eq,0/E(Lq) ,

R = {(εE(Lq))q∈P ∈ E(L) ; ε ∈ O∗ such that εε = 1} ,
H = {(εO, (εE(Lq))q∈P ) ∈ J × E(L) ; ε ∈ E such that εε = 1} .

Consider the map

Ψ: gen(L)→ J × E(L), M 7→ ([L : M ]O, (det(σq)E(Lq))q∈P )

where σq ∈ U(Vq,Φ) such that Mq = σq(Lq) for all q ∈ P .

1. The map Ψ induces a bijection between the special genera in gen(L) and

(J × E(L))/H .

2. Let (a1, . . . , ar) and (γ1, . . . , γs) be systems of representatives of J/J0 and E(L)/R
respectively. Then {(ai, γj)H ; 1 ≤ i ≤ r, 1 ≤ j ≤ r} is a system of representatives
of (J × E(L))/H. Thus, the number of special genera in gen(L) is

[J : J0] · [E(L) : R] = [C : C0] · [E(L) : R] .

Proof. See [Shi64, Theorems 5.24 and 5.27]. �

The above theorem immediately gives an algorithm to compute representatives of the
isometry classes in a given genus, see [Sch98].

Algorithm 5.4.15 GenusRepresentatives(L)

Input: An O-lattice L in the definite hermitian space (V,Φ) over E.
Output: A system S of representatives of the isometry classes in gen(L).
1: Let B be the set of all prime ideals Q of O such that LQ∩o is not modular or Q is a

ramified prime ideal over 2.
2: Let P /∈ B be a prime ideal of O of minimal norm.
3: Let A = {A1, . . . ,Ar} be a set of ideals of O, not supported at B, such that

{[Ai]C0 ; 1 ≤ i ≤ r} ∪ {[P]C0}

generates C/C0.
4: Let P be the set of prime ideals q of o such that E(Lq) is not (known to be) Eq,0.
5: Let Λ be a generating set of E(L)/R where R is as in Theorem 5.4.14.
6: for γR ∈ Λ do
7: For q ∈ P let βq ∈ O with ordP(βq) ∈ {0, 1} such that γqE2

q,0 = βq/βqE2
q,0.
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8: Compute some α ∈ E such that

αβq − 1 ∈ 4qOq for all q ∈ P
α ∈ O∗Q for all split ideals Q ∈ B

9: Include αO to A.
10: end for
11: Initialiase the list S = [S] where S is the output of IteratedNeighbours(L, P).
12: Initialise i = 1.
13: while i ≤ #S do
14: for A ∈ A do
15: Compute a lattice M ∈ gen(L) such that [L′ : M ]O = AA

−1
where L′ ∈ S[i].

16: if there exists no lattice in
⋃
S∈S S isometric to M then

17: Append the output of IteratedNeighbours(M , P) at the end of S.
18: end if
19: end for
20: Increment i.
21: end while
22: return

⋃
S∈S S.

Proof. Suppose the notation of Theorem 5.4.14 and let L =
⋃
S∈S S. Corollary 5.2.8

shows that
⋃
L∈L cls(L) is a union of special genera and line 16 ensures that L represents

no isometry class twice. In particular, since h(L) is finite, the algorithm terminates. It
remains to show that L represents every special genus in gen(L). For this, let q ∈ P
and write qO = Q2. The element α from line 8 satisfies that αβq is a square in O∗Q.
Thus (βq/βq)(α/α) ∈ E2

q,0 ⊆ E(Lq). Hence αγ = 1 ∈ E(L) and therefore (O, γ)H =
(αO, 1)H. Theorem 5.4.14 shows that {(A, 1)H ; A ∈ A} generates (J × E(L))/H and
that (J × E(L))/H acts transitively on the set of special genera in gen(L) via

(J × E(L))/H × gen(L)→ gen(L), ((A, 1)H, sgen(L′)) 7→ sgen(M)

where [L′ : M ]O = AA
−1

. Thus the standard orbit enumeration in line 13 eventually
reaches every special genus in gen(L). �

Remark 5.4.16 Here are some hints, how the individual steps of the previous algorithm
can be performed in practise.

1. A (non-minimal) generating set Λ as in line 5 can be obtained from Remark 5.4.12
if one replaces E(L)/R by

∏
q∈P Eq,0/E2

q,0. This does not change the validity of the
algorithm.

2. The lattice M from line 15 can be obtained as follows. The choice of A implies that
A = P1, . . . ,PtB with split prime ideals Pi /∈ B and some fractional ideal B ∈ C0.
Consider the sequence

L′ = L0, L1, . . . , Lt where Li is a Pi-neighbour of Li−1 .

Then M := Lt satisfies [L′ : M ]O = AA
−1

.

90



6 Enumerating genera with small class
number

The purpose of this chapter is to present an algorithm which classifies the definite
hermitian lattices of rank m and class number at most B over any totally real number
field. The algorithm proceeds in four steps.

1. Enumerate the possible totally real number fields K, the possible K-algebras E
and the possible ranks m.

2. Enumerate the possible similarity classes of hermitian spaces of rank m over E.

3. Enumerate the genera of square-free lattices with class number at most B.

4. Enumerate the similarity classes of all genera with class number at most B.

Throughout this chapter, let K be a totally real number field of degree n and let (V,Φ)
be a definite hermitian space over E of rank m. Further, let o and O be maximal orders
in K and E respectively.

Note that D. Lorch in [Lor] uses a slightly different approach for enumerating the
one-class genera of definite quadratic lattices.

6.1 Square-free lattices

This section defines the so-called square-free lattices and shows that every integral lattice
can be reduced to a square-free lattice by reduction operators that do not increase class
numbers.

Definition 6.1.1 Let L denote the set of all O-lattices in (V,Φ) and let L ∈ L. Let P
be a maximal twosided ideal of O and set p = P ∩ o. Further, let A be an integral
twosided ideal of O such that A = A.

1. If Ep
∼= Kp⊕Kp, then Lp is said to be square-free, if Lp is unimodular. In all other

cases, Lp is called square-free, if

PL#
p ⊆ Lp ⊆ L#

p .

Moreover, Lp is called Ap-square-free, if Lp is square-free and Ap ⊆ s(Lp) ⊆ Op.

2. The lattice L is said to be square-free or A-square-free, if Lp is square-free or
Ap-square-free for all p ∈ P(o).
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6 Enumerating genera with small class number

3. Let ρP be the map defined by

ρP : L→ L, L 7→

{
L+ (P−1L ∩ L#) if Ep

∼= Kp ⊕Kp,

L+ (P−1L ∩PL#) otherwise.

Clearly, if a genus contains some A-square-free O-lattice, then all lattices in the genus
have that property. It is worthwhile to mention that square-free lattices are also called
almost or nearly unimodular by some authors.

The maps ρP generalize the maps defined by L. Gerstein in [Ger72] to hermitian spaces.
They are similar in nature to the p-mappings introduced by G. Watson in [Wat62]. Below
is a summary of some important properties of these maps ρP, which will be used later on.

Remark 6.1.2 Let L be an O-lattice in (V,Φ). Let P be a maximal twosided ideal of O
and set p = P ∩ o.

1. If q ∈ P(o)− {p}, then (ρP(L))q = Lq.

2. Suppose Ep 6∼= Kp ⊕Kp and let Lp =⊥i∈Z Li be a Jordan decomposition where

Li = (0) or Pi-modular. Then

(ρP(L))p =⊥
i∈Z

L′i where L′i =

{
Li if i ≤ 1,

P−1Li if i > 1.

3. Suppose Ep
∼= Kp ⊕Kp and let Lp =⊥i∈Z Li be a Jordan decomposition where

Li = (0) or piO-modular. Then

(ρP(L))p =⊥
i∈Z

L′i where L′i =

{
Li if i < 1,

P−1Li if i ≥ 1.

In particular, ρP(L) and ρP(L) are in the same genus.

4. If Lp is integral, then (ρP(L))p = Lp ⇐⇒ Lp is square-free.

5. If Q is a maximal twosided ideal of O, then ρP ◦ ρQ = ρQ ◦ ρP.

6. If L is integral, there exist some maximal twosided ideals P1, . . . ,Ps of O such that

L′ := (ρP1 ◦ . . . ◦ ρPs)(L)

is square-free. Moreover, the genus of L′ is uniquely determined by L.

Proof. The first five assertions are obvious and the last follows from the second and third
by induction on the largest valuation of the scales of the non-zero Jordan blocks. �

Lemma 6.1.3 Let L,M be O-lattices in (V,Φ) and let P be a maximal twosided ideal
of O.
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6.1 Square-free lattices

1. If L and M are (locally) isometric, then so are ρP(L) and ρP(M). In particular,
ρP(gen(L)) = gen(ρP(L)).

2. Suppose ρP(M) = L. Then Aut(M) is the stabilizer of M under Aut(L).

3. Suppose ρP(M) = L and let L1, . . . , Lh represent the isometry classes in gen(L).
The group Aut(Li) acts on ρ−1

P (Li) ∩ gen(M). Let Mi,1, . . . ,Mi,hi represent the
orbits of this action. Then

{Mi,j ; 1 ≤ i ≤ h, 1 ≤ j ≤ hi}

represents the isometry classes of gen(M). In particular, h(M) ≥ h(L).

4. If ρP(M) = L, then Mass(M) = |ρ−1
P (L) ∩ gen(M)| ·Mass(L) ≥ Mass(L).

Proof. The lattice ρP(L) is constructed from L by taking sums and intersections of
(rescaled copies of) L and its dual. All these operations commute with (local) isometries.
This shows the first and the second assertions. The third is an immediate consequence
of the previous ones: Let M ′ ∈ gen(M). Then ρp(M

′) ∼= Li for some i. Without loss of
generality ρp(M

′) = Li. Hence M ′ lies in some orbit under Aut(Li), whence M ′ ∼= Mi,j

for some j. So the claimed set represents each isometry class at least once. Suppose Mi,j

and Mr,s are isometric, then so are Li and Lr. This shows i = r. But any isometry from
Mi,j to Mi,s induces an isometry on Li. Hence j = s. So the claimed set represents each
isometry class in gen(M) uniquely. The last assertion follows from Proposition 4.3.5.
Alternatively it can also be deduced from the second and third parts. �

Definition 6.1.4 Let G be a genus of integral O-lattices and let G′ be a genus of square-
free O-lattices. The genus G can be reduced to G′, if there exists some maximal twosided
ideals P1, . . . ,Ps of O and L ∈ G such that

(ρP1 ◦ . . . ◦ ρPs)(L) ∈ G′ .

Lemma 6.1.3 shows that G′ is uniquely determined by G.

Lemma 6.1.3 also shows that if (V,Φ) admits an O-lattice with class number h, it
must admit a square-free O-lattice L with class number at most h. However, there are
infinitely many genera of square-free lattices similar to gen(L) which necessarily all have
the same class number. This is where the A-square-free lattices come into the game.

Remark 6.1.5 Let L be a square-free O-lattice in (V,Φ). Let p1, . . . , pr be the prime
ideals of o that divide dE/K and let piO = P2

i . Further, let a be an integral ideal of o
such that {b ∈ I(o) ; a ⊆ b ⊆ o} represents the classes of the narrow class group Cl+(o).
Then A = aO ·

∏r
i=1 Pi satisfies A = A and there exists some totally positive a ∈ K∗

such that La is A-square-free. Moreover, a is unique up to multiplication with elements
from o∗>0.

Proof. The construction of A implies that A = A. Let s(L) = cO ·
∏r
i=1 P

ei with
ei ∈ {0, 1} and some integral ideal c of o. The choice of a guarantees that there exists a
totally positive a ∈ K∗, unique up to multiplication by totally positive units, such that
a−1c ⊆ o is a divisor of a. �
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6 Enumerating genera with small class number

6.2 Partial duals

The maps ρP from the previous section act on the (genera of all) O-lattices in (V,Φ)
such that class numbers are not increased. This section describes similar maps which
actually do preserve class numbers.

Definition 6.2.1 Let L be an O-lattice in (V,Φ) and let p ∈ P(o) be a prime ideal of o.
The partial dual of L at p is the unique O-lattice L#,p in (V,Φ) that satisfies

(L#,p)q =

{
Lq if q 6= p,

L#
p if q = p

for all q ∈ P(o).

Remark 6.2.2 Let L,M be O-lattices in (V,Φ) and let p, q ∈ P(o).

1. The partial dual L#,p can be computed explicitly as follows. From the Jordan
decomposition of Lp one obtains integers i and j such that piLp ⊆ L#

p ⊆ pjLp.
Then L#,p = (piL+ L#) ∩ pjL.

2. (L#,p)#,q = (L#,q)#,p and (L#,p)#,p = L.

3. If L and M are (locally) isometric, then so are L#,p and M#,p.

4. Aut(L) = Aut(L#,p) and h(L) = h(L#,p).

Proof. The claimed identity in the first part holds locally at every place of o. Hence it
holds globally. The second assertion follows from the definition of partial duals. The
lattice L#,p is constructed from L by taking sums and intersections of rescaled copies
of L. These constructions are preserved under isometries. This shows the third part, the
inclusion Aut(L) ⊆ Aut(L#,p) as well as h(L) ≥ h(L#,p). The fact that (L#,p)#,p = L
now finishes the proof of the last assertion. �

Definition 6.2.3 Two hermitian O-lattices L and M are said to be equivalent , if there
exists some chain of O-lattices L = L0, L1, . . . , Lr = M and some prime ideals p1, . . . , pr
of o such that Li is similar to the partial dual L#,pi

i−1 for all 1 ≤ i ≤ r. Note that this
induces an equivalence relation on the set of all hermitian O-lattices, which preserves
automorphism groups.
This equivalence relation induces an equivalence relation on the similarity classes of
genera of O-lattices, which preserves class numbers.

6.3 Enumerating the possible definite hermitian spaces

The purpose of this section is to enumerate all similarity classes of definite hermitian
spaces over number fields that could possibly contain lattices of class number at most B
for some fixed integer B.

Let K be a totally real number field of degree n and let (V,Φ) be a definite hermitian
space of rank m over E.
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6.3 Enumerating the possible definite hermitian spaces

6.3.1 The quadratic case

Suppose E = K and m ≥ 3. The local densities of square-free o-lattices at a prime
ideal p over 2 are not known in all cases. For a given o-lattice L, the local factor λ(Lp)
can be computed explicitly using Proposition 4.3.5, see also Remark 6.3.3 below. But
this does not help in enumerating the possible base fields. For that one needs a bound
that only depends on NrK/Q(p) and m. Such a bound was provided by H. Pfeuffer in his
thesis [Pfe71a]:

Theorem 6.3.1 Let p ∈ P(o) be a prime ideal of norm q over 2 and let e = ordp(2) its
ramification index. Further let L be an o-lattice in (V,Φ) such that Lp is square-free. If
m = dimK(V ) ≥ 3, then

β(Lp) · q− ordp(v(L))(m+1)/2 ≤ qem ·


3/2 if m = 3 and q = 2,

9/8 if m = 4 and q = 2,

1 otherwise.

Proof. See Korollar 1a, Theorem 2 and Hilfssatz 8 of [Pfe71a]. �

Corollary 6.3.2 Suppose (V,Φ) admits an o-lattice with class number at most 2. If

K = Q, then m ≤ 30. If K 6= Q, then m ≤ 14 and the root discriminant d
1/n
K is bounded

as follows:

m 3 4 5 6 7 8 9 10 11 12 13 14

d
1/n
K < 24.12 12.06 8.37 6.52 5.33 4.50 3.89 3.42 3.06 2.76 2.52 2.31

If m ≥ 4, a complete list of the possible fields K is available from [Voi08]. For example,
there are only 361 totally real fields K whose root discriminant is below 12.06. The largest
one has degree 8.

Proof. Let γm be as in Theorem 4.2.3 and let L be a square-free olattice in (V,Φ) with
class number at most 2. Siegel’s mass formula and Theorem 6.3.1 show that

1 ≥ Mass(L)

≥ γ−nm · dm(m−1)/4
K ·NrK/Q(v(L))(m+1)/2 ·

∏
p∈P(o)

β(Lp)
−1 ·

{
2nm if m is even,

2n(m+1)/2 if m is odd

≥ γ−nm · dm(m−1)/4
K ·


(8/9)n if m = 4,

1 if m ≥ 6 is even,

2−n · (2/3)n if m = 3,

2−n(m−1)/2 if m ≥ 5 is odd.
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6 Enumerating genera with small class number

In particular, the root discriminant d
1/n
K satisfies

d
1/n
K ≤ γ4/m(m−1)

m ·


(9/8)1/3 if m = 4,

1 if m ≥ 6 is even,

32/3 if m = 3,

22/m if m ≥ 5 is odd.

The right hand side of the above inequality is less that 1 for m > 30 and less than
√

5

for m ≥ 15. It also yields the claimed bounds on d
1/n
K . �

The enumeration of all totally real number fields with root discriminants at most 24.12
is out of reach with current methods and computers. Thus, for the ternary quadratic

lattices, different methods are needed which will yield better bounds on d
1/n
K . This case

will be discussed in detail in Section 7.3.

Remark 6.3.3 Let p ∈ P(o) be a prime ideal over 2 and let L be an o-lattice in (V,Φ).
If p is unramified, the local factor λ(Lp) is given by results of S. Cho, see [Cho15]. In
general, one can compute λ(Lp) as follows:

1. Compute a chain of minimal op-overlattices Lp = L0 ( L1 ( . . . ( Lr where Lr is
n(Lp)-maximal, c.f. Algorithm 3.5.4.

2. Look up λ(Lr) from Theorem 4.4.1.

3. Compute λ(Lp) by a successive comparison of λ(Li) with λ(Li−1) for i = r, . . . , 1
using Proposition 4.3.5.

Note that one can speed up this method considerably as follows. As explained in Sec-
tion 3.4, construct a definite hermitian space (V ′,Φ′) such that (Vp,Φ) ∼= (V ′p ,Φ

′). Using
Algorithm 3.5.4, construct an o-lattice L′r in (V ′,Φ) such that (L′r)p is n(Lp)-maximal.
Then (L′r)p

∼= Lr and thus λ(Lr) = λ((L′r)p). The maximal o-sublattices between L′r and
pL′r correspond to the projective lines of the o/p-space L′r/pL

′
r. The finite group Aut(L′r)

acts on these sublattices and hence on the projective lines. From orbit representatives
and the orbit lengths, one obtains a sublattice L′r−1 of L′r such that (L′r−1)p ∼= Lr−1 as
well as the cardinality #D((L′r)p, (L

′
r−1)p). Similarly, one can then use the finite group

Aut(L′r−1) to speed up the enumeration of #U((L′r)p, (L
′
r−1)p). This immediately gives

λ((L′r−1)p) = λ(Lr−1). Iterating this procedure finally yields λ(Lp).

Algorithm 6.3.4

Input: An integral ideal a of o and some integers m ≥ 3 and B ≥ 1.
Output: A set L of quadratic spaces over K such that every genus of a-square-free

o-lattices of rank m and class number at most B is represented by some lattice in
exactly one of the spaces in L.

1: Set M0 = γ−nm · dm(m−1)/4
K where γm is given by Theorem 4.2.3.

2: Let P2 := {p ∈ P(o) ; p | 2}.
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6.3 Enumerating the possible definite hermitian spaces

3: Enumerate the finite set D := {S ⊂ P(o) ; M0 ·
∏

p∈S∪P2
λ′p ≤ B/2} where

λ′p =


min{λ(L) ; L is a square-free op-lattice of rank m} if p | 2
1 if p | a and p - 2,
NrK/Q(p)m−1−1

2(NrK/Q(p)+1) if p - 2a and m is odd,

1
2 ·NrK/Q(p)(m−1)/2 if p - 2a and m is even.

4: Initialiase L = ∅.
5: Let (u1, . . . , us) be a transversal of (o∗)2 in o∗>0.
6: for S ∈ D and [b] ∈ Cl(o) do
7: Let g be a totally positive generator of b2 ·

∏
p∈S p. If none exists, go to step 6.

8: for 1 ≤ i ≤ s do

9: Set M1 := 2−nb
m
2
c ·


m−1

2∏
j=1
|ζK(1− 2j)| if m is odd,

m
2
−1∏

j=1
|ζK(1− 2j)| · |LK(χ(−1)m/2uig

, 2−m
2 )| if m is even.

10: Set D′ := {C ⊂ P(o) ; #C is even and M1 ·
∏

p∈S∪C∪P2
λ′′p ≤ B/2} where

λ′′p =


1
2 if m is even, p - 2a and p ∈ S
(NrK/Q(p)m/2−1)(NrK/Q(p)m/2−1−1)

2(NrK/Q(p)+1) if m is even, p - 2a and p /∈ S,

λ′p otherwise.

11: for C ∈ D′ do
12: Let (V,Φ) := QuadraticFormFromInvariants(m,uig, C, (0, . . . , 0)).
13: Include (V,Φ) to L.
14: end for
15: end for
16: end for
17: return L.

Proof. First note that for any rational number c, the set {p ∈ P(o) ; λ′p ≤ c} is finite.
Thus the set D is finite. Similarly one sees that D′ is always finite. Hence the algorithm
terminates. Let L be an a-square-free lattice of rank m ≥ 3 and h(L) ≤ B. Let (V,Φ)
be its ambient quadratic space and set S := {p ∈ P(o) ; ordp(det(V,Φ)) is odd}. It
remains to show that L contains a unique space isometric to (V,Φ). If m is even, let
F := K(

√
disc(V,Φ)). By construction, λ(Lp) ≥ λ′p for all p | 2. Lemma 4.2.9 shows that

λ(Lp) ≥ 1 for all p - 2. Let p ∈ S be a prime ideal of norm q such that p - 2a. Again,
Lemma 4.2.9 shows that

qordp(dF/K)(m−1)/2 · λ(Lp) ≥
1

2
q(m−1)/2

whenever m is even. Similarly, if m is odd, then

λ(Lp) ≥
1

2
(qm0/2 − 1)

(
(m− 1)/2

m0/2

)
q2

≥ qm−1 − 1

2(q + 1)
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6 Enumerating genera with small class number

where m0 denotes the rank of a unimodular Jordan component of Lp. Hence Siegel’s
mass formula shows that

B/2 ≥ Mass(L) ≥M0 ·
∏

p∈S∪P2

λ′p

and therefore S ∈ D. In particular, there exists some fractional ideal b of K such
that det(V,Φ)o = b2 ·

∏
p∈S p has a totally positive generator and b2 is unique up to

multiplication by elements in (K∗)2. Whence the class det(V,Φ)(K∗)2 is eventually
represented by some unique product uig.
Let C := {p ∈ P(o) ; c(Vp,Φ) = −1}. A case by case discussion using Lemma 4.2.9 shows
that λ(Lp) ≥ λ′′p for all p ∈ P(o). Again by Siegel’s mass formula, shows that

B/2 ≥ Mass(L) ≥M1 ·
∏

p∈S∪C∪P2

λ′′p .

Thus C ∈ D′ and the algorithm therefore constructs a space isometric to (V,Φ) in line 12
at some point. The fact that the spaces in L are pairwise non-isometric follows from the
Local-Global Principle. �

Remark 6.3.5 Let p be a prime ideal of o over 2. Then λ′p in Algorithm 6.3.4 can
be computed from Remark 6.3.3 and the description of all square-free op-lattices, c.f.
Proposition 3.3.11.

6.3.2 The hermitian case

Suppose E/K is a CM-extension of number fields and m ≥ 2. From Lemma 4.2.9
and Theorem 4.5.2 it follows that λ(Lp) ∈ 1

2Z and λ(Lp) = 1
2 is only possible if p is

ramified in E and m is odd. This result combined with Siegel’s mass formula immediately
yields the following bounds.

Proposition 6.3.6 Let L be an O-lattice in (V,Φ) and let γm be as in Theorem 4.2.3.

1. The root discriminant d
1/n
K of K is bounded by

d
1/n
K <

(
h(L)1/nγm

2π

)2/(m2−1)
.

2. If p ∈ P(o) is ramified in E, then

h(L) ≥
(

2π

γm

)n
· d(m2−1)/2

K ·NrK/Q(p)m(m−(−1)m)/4−1/2 ·

{
1 if m is even,

1/2 if m is odd .

3. If K = Q, then h(L) > π
γm

3m(m−(−1)m)/4−1/2.
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6.3 Enumerating the possible definite hermitian spaces

Proof. Let χ be the non-trivial character of Gal(E/K) and let Q = [O∗ : o∗µ(E)] be the
Hasse unit index of E/K. Siegel’s mass formula 4.2.7 shows that

h(L)

#µ(E)
≥ Mass(L) = 2γ−nm d

m2/2
K NrK/Q(dE/K)m(m−(−1)m)/4

m∏
i=1

LK(χi, i)
∏
p

λ(Lp) .

If t ≥ 1, then LK(χ2t, 2t) · LK(χ2t+1, 2t+ 1) = ζK(2t) ζE(2t+1)
ζK(2t+1) > ζE(2t+ 1) > 1. Thus

h(L) > 2γ−nm ·#µ(E) · LK(χ, 1) · dm
2/2

K ·NrK/Q(dE/K)m(m−(−1)m)/4 ·
∏
p

λ(Lp)

=

(
2π

γm

)n 2 ·# Cl(E)

Q ·# Cl(K)︸ ︷︷ ︸
≥1

· d(m2−1)/2
K ·NrK/Q(dE/K)m(m−(−1)m)/4−1/2 ·

∏
p

λ(Lp)

≥
(

2π

γm

)n
· d(m2−1)/2

K ·NrK/Q(dE/K)m(m−(−1)m)/4−1/2 ·
∏
p

λ(Lp)︸ ︷︷ ︸
≥1

.

This shows the first two assertions. The last assertion follows from the fact that if K = Q,
then dE ≥ 3. �

Corollary 6.3.7 Suppose that m ≥ 3 and (V,Φ) admits an O-lattice of class number at

most 2. If K = Q, then m ≤ 16. If K 6= Q, then m ≤ 12 and the root discriminant d
1/n
K

is bounded as indicated below.

m 3 4 5 6 7 8 9 10 11 12

d
1/n
K < 9.13 6.83 5.49 4.59 3.95 3.47 3.09 2.79 2.54 2.33

A complete list of these fields K is given in [Voi08].

Proof. If K = Q, the previous result shows that π
γm

3m(m−(−1)m)/4−1/2 < 2 which only
holds for m ≤ 16. If K 6= Q, then loc. cit. implies that

√
5 ≤ d

1/n
K <

(
21/2γm

2π

)2/(m2−1)
.

This is only satisfied for m ≤ 12 and the above table lists the values of the right hand
side for 3 ≤ m ≤ 12. �

Remark 6.3.8 Suppose that m ≥ 3 and (V,Φ) admits an O-lattice of class number ≤ B.
For any fixed field K, Proposition 6.3.6/2 effectively bounds the possible candidates
for the relative discriminant dE/K . The set of all quadratic extensions E/K with given
relative discriminant dE/K can then be obtained from (Magma’s interface to) Class Field
Theory.

99



6 Enumerating genera with small class number

So for m ≥ 3 and B ≤ 2, one can easily write down all CM-extensions E/K which
might yield a hermitian O-lattice of class number at most B. It remains to be discussed,
which ambient hermitian spaces (V,Φ) over E might occur. This is achieved by the
following algorithm.

Algorithm 6.3.9

Input: Some integral ideal A of O such that A = A and integers m ≥ 2, B ≥ 1.
Output: A set L of hermitian spaces of dimension m over E such that every genus of

A-square-free O-lattices of rank and class number at most B is represented by some
O-lattice in exactly one of the spaces in L.

1: Let M0 = 21−nm ·
∏m
j=1|LK(χj , 1 − j)| where χ is the non-trivial character of

Gal(E/K).
2: Enumerate the finite set

D = {C ⊂ P(o) ; Ep 6∼= Kp ⊕Kp for all p ∈ C and M0 ·
∏

p∈C∪P
λ′p ≤ B/#µ(E)}

where P = {p ∈ P(o) ; p | dE/K} and

λ′p =


1
2 if m is odd and p is ramified in E,
1
2 NrK/Q(p)m−1 if p is inert in E and pO - A,
1 otherwise.

3: Initialiase L = ∅.
4: for C ∈ D such that #C is even do
5: As explained in Remark 3.4.2, construct some definite, m-dimensional hermitian

space (V,Φ) over E such that

{p ∈ P(o) ; det(Vp,Φ) /∈ N(E∗p )} = C .

6: Include (V,Φ) to L.
7: end for
8: return L.

Proof. First note that for every rational number c, the set

{p ∈ P(o) ; Ep 6∼= Kp ⊕Kp for all p ∈ C and λ′p ≤ c}

is finite. Thus the set D is finite and so the algorithm terminates. Suppose L is a
A-square-free O-lattice of rank m and class number at most B. Let (V,Φ) be its ambient
hermitian space and set C = {p ∈ P(o) ; det(Vp,Φ) /∈ N(E∗p )}. It remains to show that
(V,Φ) is isometric to some unique space in L. First, #C is even by the product formula
for Hilbert symbols. If m is odd and p ramifies in E, then λ(Lp) ≥ 1/2. In all other cases,
λ(Lp) ≥ 1. Suppose now p ∈ C is not unramified in E. Then p is inert in E. Let q be
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6.3 Enumerating the possible definite hermitian spaces

the norm of p. If pO is coprime to A, then λ(Lp) ≥
∣∣∣(m1 )−q∣∣∣ ≥ qm−1/2 by Lemma 4.2.9.

So Siegel’s mass formula shows that

B/#µ(E) ≥ Mass(L) ≥M0 ·
∏

p∈C∪P
λp .

Hence C ∈ D and thus (V,Φ) is isometric to a unique space in L by the Local-Global
Principle 2.4.1. �

6.3.3 The quaternionic hermitian case

Let E be a definite quaternion algebra over some totally real number field K. Further,
let (V,Φ) be a definite hermitian space of rank m over E.

Proposition 6.3.10 Let L be an O-lattice in (V,Φ) and let γm be as in Theorem 4.2.3.
Then

d
1/n
K ≤

(h(L)/2)1/n · γm ·
∏

p|dE/K

m∏
j=1

(NrK/Q(p)j + (−1)j)−1/n

 2
m(2m+1)

.

Proof. Without loss of generality, L is square-free. Proposition 4.2.7 shows that

h(L)/2 ≥ Mass(L) ≥ γ−nm d
m(m+1/2)
K

∏
p|dE/K

λ(Lp)

≥ γ−nm d
m(m+1/2)
K

∏
p|dE/K

m∏
j=1

(NrK/Q(p)j + (−1)j) .

(6.3.1)

�

Corollary 6.3.11 Suppose (V,Φ) admits an O-lattice of class number 1 or 2 and let γm
be as Theorem 4.2.3. Then m ≤ 9 and the following holds:

1. If m = 1, then d
1/n
K ≤ 11.60. For a complete list of these fields, see [Voi08].

2. If m = 2, then d
1/n
K ≤ 6.34.

3. If m = 3, then K = Q or K = Q(
√
d) where d ∈ {2, 3, 5, 13, 17}.

4. If m = 4, then K = Q or K = Q(
√
d) where d ∈ {2, 5}.

5. If m ∈ {5, 6}, then K = Q or K = Q(
√

5).

6. If m ∈ {7, 8, 9}, then K = Q.

7. The algebra E satisfies∏
p|dE/K

m∏
j=1

(NrK/Q(p)j + (−1)j) ≤ γnm · d
−m(m+1/2)
K .
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6 Enumerating genera with small class number

Proof. The last assertion is simply equation (6.3.1). If K = Q, then E/K is ramified
and thus 1 ≥ γ−1

m

∏m
j=1(2j + (−1)j). This inequality only holds for m ≤ 9. Suppose now

K 6= Q. By Proposition 6.3.10, shows that
√

5 ≤ d
1/n
K ≤ γ

2
m(2m+1)
m . This only holds for

m ≤ 6. The right hand side is maximal for m = 1, in which case it yields the upper

bound d
1/n
K ≤ 11.60. In particular, K is contained in the list [Voi08]. The result now

follows by enumerating all fields K for which

1 ≥ Mass(L) ≥ γ−nm · dm(m+1/2)
K ·

{
1 if n is even,∏m
j=1(qj + (−1)j) if n is odd,

where q denotes the norm of the smallest prime ideal of ring of integers of K. �

Remark 6.3.12 Suppose (V,Φ) contains an O-ideal with class number at most 2. Con-
ditions 1.–6. of Corollary 6.3.11 and [Voi08] provide a finite list of candidates for (K,m).
For any such pair, the last condition of Corollary 6.3.11 is only satisfied by finitely dis-
criminants dE/K . The corresponding quaternion algebras E can be constructed explicitly
as explained in Remark 3.4.2. Since there is only one isometry class of definite hermitian
spaces of rank m over E, one immediately obtains a finite list of candidates (V,Φ) that
can possibly admit genera of class number one or two.

6.4 Enumerating the square-free genera with bounded class
number

The previous section showed how to compute all definite hermitian spaces (V,Φ) that
can possibly admit square-free lattices with a certain class number, provided the rank of
the space is sufficiently large. Next is an algorithm to enumerate representatives of the
genera of these square-free lattices in (V,Φ) explicitly.

Algorithm 6.4.1 AllASquarefreeLattices((V,Φ), B,A)

Input: Some definite hermitian space (V,Φ) over E of rank m ≥ 2 and dimK(V ) ≥ 3.
Some positive integer B and some integral ideal A of O such that A = A.

Output: A set S representing the genera of all A-square-free O-lattices in (V,Φ) with
class number at most B.

1: if E = K then
2: Set c0 :=

∏
p|2 min{λ(L) ; L a Ap-square-free Op-lattice in (Vp,Φ)}.

3: if m is odd then
4: Set c := 2−n(m−1)/2 ·

∏(m−1)/2
i=1 |ζK(1− 2i)| · c0.

5: Set P0 := {p ∈ P(o) ; p | 2 or
NrK/Q(p)m−1−1

NrK/Q(p)+1 ≤ B/c}.
6: else
7: Set d := disc(V,Φ) and r := {p ∈ P(o) ; ordp(d) /∈ 2Z and p - 2}.
8: Set c := 2−nm/2−r ·

∏m/2−1
i=1 |ζK(1− 2i)| · |LK(χd, 1−m/2)| · c0.

9: Set P0 := {p ∈ P(o) ; p | 2 or
(NrK/Q(p)m−1−1)(NrK/Q(p)m/2−1)

NrK/Q(p)+1 ≤ B/c}.
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6.5 Enumerating all genera with bounded class number

10: end if
11: else if E/K is a quadratic field extension then
12: Set P0 := {p ∈ P(o) ; p ramifies in E}.
13: Set c := 2−nm ·

∏m
i=1|LK(χi, 1 − i)| where χ is the non-trivial character of

Gal(E/K).
14: if m is odd then replace c by c/2#P0 end if
15: Set P0 := P0 ∪ {p ∈ P(o) ; p is inert in E and NrK/Q(p)m−1 ≤ 2B

c·#µ(E)}.
16: else
17: Set c := 2−nm ·

∏m
i=1|ζK(1− 2i)|.

18: Set P0 := {p ∈ P(o) ; Ep is ramified or
NrK/Q(p)2m−1

NrK/Q(p)2−1
≤ B

2c}.
19: end if
20: Let {p1, . . . , ps} = P0 ∪ {p ∈ P(o) ; Mp is not unimodular or Ap 6= Op}.
21: Compute some o-maximal O-lattice M in (V,Φ) using Algorithm 3.5.5.
22: For 1 ≤ i ≤ s let Si be be a set of O-sublattices of M such that:

• {Lp ; L ∈ Si} represents the isometry classes of Ap-square-free Opi-lattices in
(Vpi ,Φ).

• Lq = Mq for all L ∈ S and q ∈ P(o)− {pi}.
23: return S := {

⋂
i Li ; Li ∈ Si and h(

⋂
i Li) ≤ B}.

Proof. Let w be the number of roots of unity of the center of E. Further, let L be
an A-square-free O-lattice in (V,Φ). Then Mass(L) ≤ c by Lemma 4.2.9. Moreover, if
p ∈ P(o)−{p1, . . . , ps} and Lp is not unimodular, then Mass(L) > B/w and so h(L) > B.
Hence h(L) ≤ B implies that Lpi is isometric to some lattice in Si and Mp

∼= Lp for all
p ∈ P(o)− {p1, . . . , ps}. In particular, gen(L) is represented by some lattice in S. �

Remark 6.4.2 Here are some hints how the individual steps ofAlgorithm 6.4.1 can be
performed in practise:

1. The constant c0 in line 2 of the previous algorithm can be computed using Proposi-
tion 3.3.11 and Remark 6.3.3.

2. The sets Si from line 22 can be computed using the results of Section 3.3 and
Algorithm LatticeInGenus 3.5.6.

3. The check h(
⋂
i Li) ≤ B in the last line can be done using Kneser’s neighbour

method, see Section 5.4. But of course, one should check Mass(
⋂
i Li) ≤ B/w first,

where w denotes the number of roots of unity of the center of E. Note that the
needed local factors are given by Lemma 4.2.9 and Section 4.5 or can be computed
using Remark 6.3.3.

6.5 Enumerating all genera with bounded class number

The previous section showed how to compute the definite hermitian, square-free O-lattices
of rank m and class number at most B. Given these lattices, one can enumerate all
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6 Enumerating genera with small class number

similarity classes of genera of definite hermitian O-lattices of rank m and class number at
most B by computing preimages under the reduction operators ρP successively. Before
this procedure can be stated explicitly, one needs to know how the local factors change
under ρP as well as whether this procedure actually terminates. These questions are
answered by the following two results.

Lemma 6.5.1 Let L and M be O-lattices in (V,Φ) and let P be a maximal twosided
ideal of O such that p := P∩o is good and unramified in E. Suppose that Lp is unimodular
and ρP(M) = L. Then λ(Lp) = 1.
If Fp

∼= Kp⊕Kp, then λ(Mp) is given by Lemma 4.2.9. In all other cases, Mp = M0 ⊥M2

where Mi is Pi-modular and the local factor λ(Mp) is given by the following table.

dimK(E) m0 m2 λ(Mp)

1 even odd qm0m2/2 · 1
2(qm0/2 + ε0) ·

((m−1)/2
m0/2

)
q2

1 odd even qm0m2/2 · 1
2(qm2/2 + ε1) ·

((m−1)/2
m2/2

)
q2

1 odd odd q(m0m2−1)/2 · 1
2 ·
( m/2−1

(m0−1)/2

)
q2

1 even even qm0m2/2 · (qm0/2+ε0)(qm2/2+ε1)

2(qm/2+ε0ε1)
·
(m/2
m0/2

)
q2

2 − − qm0m2 · |
(
m
m0

)
−q|

4 − − q2m0m2 ·
(
m
m0

)
q2

Here q denotes the norm of p, mi = rank(Mi) and εi = +1 if disc(Mi) ∈ (K∗p )2 and
ε = −1 otherwise.

Proof. This follows immediately from Theorem 4.2.4. �

Theorem 6.5.2 Let P be a maximal twosided ideal of O and let A be an integral ideal
of O such that A = A. Let (Li)i∈N be a sequence of O-lattices in (V,Φ) such that
A ⊆ s(Li) ⊆ O and Li+1 ∈ ρ−1

P (Li)− {Li} for all i. Then # {i ∈ N ; h(Li) = h(Li+1)}
is bounded from above by some number which only depends on p := P ∩ o and L0.

Proof. The group Aut(Li) is a subgroup of Aut(Li−1) and (h(Li))i∈N is monotonic
increasing by Lemma 6.1.3. Loc. cit. also shows that h(Li) = h(Li−1) implies that
ρ−1
P (Li−1) ∩ gen(Li) = {Li−1} or Aut(Li) ( Aut(Li−1). Note that since Aut(Li) is a

subgroup of Aut(L0), the latter case can only happen finitely many times. Hence is
suffices to show that there exists some integer N ≥ 2, depending only on p, such that
ρ−1
P (Li−1) ∩ gen(Li) contains some lattice X different from Li for all i ≥ N . Let π ∈ O

such that P = πO and let i ≥ 2. Then (Li)p = M1 ⊥ M2 where M1 is square-free
and s(M2) ⊆ P2. Note that neither M1 or M2 are zero as (s(Li))i∈N is bounded and
Li 6= Li+1. By Algorithm 3.3.2, M1 and M2 have orthogonal decompositions into modular
lattices of rank at most 2. For showing the existence of such a lattice X, one may assume
that the Mi itself are modular lattices of rank one or two. Let x ∈M1 and z ∈M2 such
that QΦ(x)o = n(M1) and QΦ(z)o = n(M2). If M1 has rank 2, let y ∈ M1 such that
(x, y) is a basis of M1; otherwise set y = 0. Similarly, if M2 has rank 2, let w ∈M2 such
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6.5 Enumerating all genera with bounded class number

that (z, w) is a basis of M2; otherwise set w = 0. Let X1 and X2 be the Op-lattices

generated by (x− π−1z, y) and (z + Φ(z,z)
πQΦ(x,x) , w + Φ(z,w)

πQΦ(x,x)) respectively. Let X be the
O-lattice which coincides with Li at all places of o different from p and Xp = X1 ⊥ X2.
Note that s(M2) ⊆ Pi. So if i is large enough, then X1 ⊥ X2 is an Op-sublattice of
Li−1 different, yet isometric to M1 ⊥M2 and ρP(X) = ρP(Li−1). Explicit bounds for i
depend on whether p is good or bad and can be worked out case by case. �

The computation of all O-lattices in (V,Φ) with a given class number B, can be reduced
to the enumeration of square-free lattices as follows.

Algorithm 6.5.3 InverseSearch(L,B,A)

Input: Some positive integer B, some twosided ideal of O such that A = A and some
A-square-free O-lattice L in (V,Φ) such that h(L) ≤ B.

Output: A sequence L of O-lattices representing the genera G of all O-lattices in (V,Φ)
that satisfy the following conditions:

• h(G) ≤ B.

• G is reducible to gen(L).

• A ⊆ s(M) ⊆ O for all M ∈ G.

1: Initialiase the list L = (L) and let w be the number of roots of unity in the center
of E.

2: Let P = {p ∈ P(o) ; p is bad or ramified in E or Lp is not unimodular or Ap 6= Op}.

3: Let P = P ∪
{
p ∈ P(o) ;

Mass(M) ≤ B/w for some M ∈ ρ−1
P (L) where P

denotes a maximal twosided ideal of O over p

}
.

4: for p ∈ P do
5: Set i = 1 and fix some maximal twosided ideal P of O over p.
6: while i ≤ #L do
7: Let M = {M ∈ ρ−1

P (Li) ; M 6= Li and A ⊆ s(M)}.
8: Let S be a set of lattices that represent {gen(M) ; M ∈M and h(M) ≤ B}.
9: Append the lattices in S at the end of the list L.

10: Increment i.
11: end while
12: end for
13: return L.

Proof. The set P is finite by Lemma 6.5.1. Hence Theorem 6.5.2 shows that the algorithm
terminates. Also L does not contain two representatives in the same genus. It remains
to show that the lattices in L represent any given genus G of integral O-lattices in
(V,Φ) that satisfies the three conditions specified at the beginning of the algorithm. By
definition, there exist some M ∈ G and maximal twosided ideals P1, . . . ,Pr of O and
some integer ei ≥ 1 such that (ρerPr ◦ . . . ◦ ρ

e1
P1

)(M) = L. By Lemmata 6.1.3 and 6.5.1
one has Pi ∩ o ∈ P for all i. If e :=

∑
i ei is zero, then M = L. Suppose now e > 0.

The algorithm runs through the list P in a given order. Since the reduction operators
ρPi commute, one may suppose that Pr ∩ o comes after Pi ∩ o for all i < r. Hence
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6 Enumerating genera with small class number

by induction, the list L represents gen(ρP(M)). But then, the list L also represents
gen(M) = G. �

Again, the check h(M) ≤ B in line 8 of Algorithm 6.5.3 can be done using Kneser’s
neighbour method, see Section 5.4. Finally, the way to enumerate all similarity classes of
genera of O-lattices of rank m and class number at most B is paved:

Algorithm 6.5.4 Enumerate(K,O,m,B)

Input: A totally real number field K and some maximal order O of a K-algebra E such
that either E = K or E/K is a CM-extension or E is a definite quaternion algebra
with center K. Integers B ≥ 1 and m ≥ 2 such that m ≥ 3 whenever E = K.

Output: A set L representing the similarity classes of all genera of O-lattices in hermitian
spaces of rank m over E having class numbers at most B.

1: Let A be the integral ideal of O from Remark 6.1.5.
2: Compute representatives (V1,Φ1), . . . , (Vt,Φt) of the isometry classes of all definite

hermitian spaces over E of rank m, that might admit A-square-free O-lattices with
class numbers at most B, see Algorithms 6.3.4 and 6.3.9 and Remark 6.3.12.

3: For 1 ≤ i ≤ t let Li be the output of AllASquarefreeLattices((Vi,Φi), B,A).
4: Compute the set

L =
t⋃
i=1

⋃
L∈Li

InverseSearch(L,B,A) .

5: Eliminate duplicate entries from L, i.e. lattices that represent similar genera.
6: return L.

Proof. The algorithm terminates since it only makes finitely many calls to algorithms
that are already known to terminate. Let M be an O-lattice in some hermitian space
(V,Φ) of rank m such that h(L) ≤ B. It remains to show that L represents a genus
similar to gen(M). By the choice of A, there exists some totally positive element a ∈ K
such that the rescaled lattice Ma satisfies A ⊆ s(Ma) ⊆ O. Thus (V, aΦ) is isometric
to (Vi,Φi) for some i and one may assume that M ⊆ Vi. Now gen(M) reduces to some
unique A-square-free genus G. Hence G is represented by some lattice L in Li and thus
gen(M) is represented by some lattice in InverseSearch(L,B,A). �

Remark 6.5.5 In the end, Algorithm 6.5.4 only returns similarity classes of genera.
Thus it can be optimized in two ways.

1. The group o∗>,0 acts on the the isometry classes of all definite hermitian spaces over
E of rank m, that might admit A-square-free O-lattices with class numbers at most
B via rescaling. It suffices to let (V1,Φ), . . . , (Vt,Φt) in step 2 of Algorithm 6.5.4
represent the orbits of that action.

2. One can replace step 3 by the following steps.
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6.5 Enumerating all genera with bounded class number

1: Change Algorithm 6.4.1 to only return a set L′i representing the A-square-free
O-lattices in (Vi,Φi) of class number at most B such that the rank of the
unimodular component of a Jordan composition of Lp has rank at least m/2
for all p ∈ P(o) such that Ap 6= Op.

2: for 1 ≤ i ≤ t do
3: Let P = {p ∈ P(o) ; Ap 6= Op and Lp is not unimodular for some L ∈ L′i}.
4: for p ∈ P do
5: for L ∈ L′i such that Lp is not unimodular do
6: Let a ∈ K∗ be totally positive such that (L#,p)a is A-square-free.
7: Insert (L#,p)a into L′i.
8: end for
9: end for

10: Set Li := L′i.
11: end for

Note that an element a as above always exists, by the choice of A. Further, (L#,p)a

and L share the same class number. Also note that the set L′i is usually much smaller
than the set Li from Algorithm 6.5.4 and thus can be computed much quicker.
Now after step 11, the set

⋃
i Li will represent each genus of definite hermitian

A-square-free O-lattices. Hence it is save to replace the sets Li in Algorithm 6.4.1
by the ones from above.
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7 Quadratic lattices with class number at
most 2

The purpose of this chapter is to report on the classification of all definite quadratic
lattices over totally real number fields of rank at least 3 and class number at most 2.

The classification of all rational quadratic forms with class number 1 is originally
due to G. L. Watson who classified these lattices by hand in a long series of papers
[Wat63, Wat72, Wat74, Wat78, Wat82, Wat84, Wat]. In [KL13], D. Lorch and the author
checked Watson’s computations using the algorithms given in Chapter 6 and found them
to be largely correct. They also enumerate all one-class genera in dimensions 4 and 5, for
which G. Watson only produced partial results.

In [Kir14], the author classifies the one-class genera of maximal quadratic lattices over
totally real number fields having rank at least 3. Very recently, D. Lorch in his thesis
successfully extends this classification to all one-class genera over totally real number
fields, see [Lor] for details. Prior to that, the literature mostly discussed unimodular
lattices over number fields, see [Sch94] and the references therein.

Throughout this chapter, let E = K be a totally real number field of degree n and let
(V,Φ) be a definite quadratic space over K of rank m. Further, let o be the maximal
order in K.

7.1 The unary case

Suppose m = 1 and let L,L′ be o-lattices in (V,Φ) in the same genus. For any prime
ideal p of o, there exists some xp ∈ K∗p such that L′p = Lpxp and x2

p = 1. Whence
xp ∈ {±1} and Lp = L′p. But then L′ = L. In particular, any unary o-lattice has class
number one.

7.2 The binary case

7.2.1 Definite binary quadratic lattices over totally real number fields

Suppose that m = 2. In his seminal book ‘Disquisitiones Arithmeticae’ [Gau01],
C. F. Gauß introduces (among many other things) the composition of binary, rational
quadratic forms and the notion of (proper) isometry classes and genera. He relates the
proper isometry classes in a given genus with the so called ambiguous ideal classes of
some quadratic extension of Q. A similar result holds for any totally real number field K.
The following approach is taken from H. Pfeuffer [Pfe81] and O. Körner [Kör81].
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7 Quadratic lattices with class number at most 2

The discriminant disc(V,Φ) = −det(V,Φ) is a non-square, as (V,Φ) is anisotropic.
Hence F = K(

√
disc(V,Φ)) is a quadratic field extension of K. Let σ be the non-trivial

Galois automorphism of F/K and let f denote the ring of integers of F . For any subset S
of (a completion of) F , let S1 = {x ∈ S ; xσ(x) = 1} be the elements of relative norm 1
in S.

By [Kne02, (6.15)], the even part of the Clifford algebra of (V,Φ) is isomorphic to
the field F . Further, the space (V,Φ) is similar to the field F equipped with the trace
bilinear form

F × F → E, (x, y) 7→ 1

2
TF/K(xσ(y)) =

xσ(y) + σ(x)y

2
.

So for the classification of all definite binary quadratic lattices with a given class number,
one may assume that V = F and Φ is the bilinear form from above. Then the quadratic
form QΦ associated to Φ is the usual relative norm NrF/K : F → K, x 7→ xσ(x).

Lemma 7.2.1 The map Ψ: F 1 → SO(F,Φ), α 7→ (x 7→ αx) is an isomorphism of
groups and σ ∈ O(F,Φ) is an isometry of determinant −1. Similarly, F 1

p
∼= SO(Fp,Φ)

for all p ∈ P(o).

Proof. Only the surjectivity of Ψ requires proof. Let ϕ ∈ SO(F,Φ). Then α := ϕ(1) ∈ F 1.
Let x ∈ F ∗ be such that TF/K(x) = 0. Then (1, x) is an orthogonal basis of (F,Φ).
Hence its image under ϕ must also be such a basis. Thus ϕ(x) = αsx for some s ∈ K∗.
Comparing norms shows that s2 = 1. Together with det(ϕ) = +1 this implies that s = 1
and therefore ϕ = Ψ(α). �

Given any o-lattice L in (F,Φ), let h+(L) denote the proper class number of L, i.e.
the number of proper isometry classes in the genus of L. Let Λ = Or(L) be the (right)
order of L. The previous lemma shows that Aut+(L) = Λ1 is finite. Thus Λ1 = µ(F )∩Λ
is the group of roots of unity in Λ∗. Moreover, σ ∈ Aut(Λ) − Aut+(Λ) shows that
cls(Λ) = cls+(Λ). Hence

h(Λ) ≤ h+(Λ) ≤ 2h(Λ)− 1 . (7.2.1)

In particular, h(Λ) = 1 ⇐⇒ h+(Λ) = 1.

Lemma 7.2.2 Let L be an o-lattice in (F,Φ) and let Λ = Or(L).

1. L is an invertible, fractional ideal of Λ.

2. The set gen(Λ) forms a group with respect to the usual multiplication of ideals and
cls+(Λ) is a subgroup.

3. The map Ψ: gen(Λ) → gen(L), M 7→ LM is a bijection, which preserves proper
isometry classes.

4. h+(L) = h+(Λ) = [gen(Λ) : cls+(Λ)].
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Proof. The product Lσ(L) is generated as Λ-module by {xσ(x) ; x ∈ L}. But then
Lσ(L) = NrF/K(L) · Λ. Thus NrF/K(L)−1σ(L) is the inverse of L. An o-lattice X is in
gen(Λ) if and only if for all p ∈ P(o) such that Xp 6= Λp, there exists some xp ∈ F 1

p with
Xp = Λpxp. The second part follows immediately from this characterization. Similarly,
one characterizes the elements in gen(L). This shows that Ψ is well-defined. It is a
bijection, since L is invertible. Two lattices L1, L2 ∈ gen(L) are properly isometric if
and only if L1 = L2c for some c ∈ F 1. This is equivalent to L−1L1 = L−1L2c, i.e.
Ψ−1(L1) = Ψ−1(L2)c. Hence L1 ∈ cls+(L2) ⇐⇒ Ψ−1(L1) ≡ Ψ−1(L2) (mod cls+(Λ)).
So Ψ−1 and thus Ψ preserve proper isometry classes and the number of such classes is
equal to the index [gen(Λ) : cls+(Λ)]. �

The previous lemma shows that the classification of all o-lattices in (F,Φ) with a certain
proper class number boils down to classification of all o-orders Λ in F with that proper
class number. The latter number can be related to h+(f) as follows.

Theorem 7.2.3 Let Λ be an o-order in F with conductor c. Then h+(Λ) ≥ h+(f) and

h+(Λ) · [f1 : Λ1] = h+(f) ·
∏
p|c

[f1p : Λ1
p] .

Proof. The proof follows [Kör81, Lemma 3]. The case c = o is trivial, so suppose c 6= o.
The map ϕ : gen(Λ)→ gen(f), L 7→ Lf is a group homomorphism. Let M ∈ gen(f). For
every prime ideal p of o, there exists some xp ∈ F 1

p such that Mp = fpxp and one can
choose xp = 1 at all but finitely many places. Hence there exists some o-lattice L such
that Lp = Λpxp everywhere. This shows that ϕ is onto with kernel

Ker(ϕ) = {
⋂
p|c

(F ∩ Λpxp) ; xp ∈ f1p} .

This yields the first assertion and an epimorphism ψ : gen(Λ)/ cls+(Λ)→ gen(f)/ cls+(f)
such that

Ker(ψ) ∼= Ker(ϕ)/(Ker(ϕ) ∩ cls+(Λ)) .

Further, ∏
p|c

f1p → Ker(ϕ), (xp) 7→
⋂
p|c

(F ∩ Λpxp)

is a group epimorphism with kernel
∏

p|c Λ1
p and therefore

Ker(ϕ) ∼=
∏
p|c

f1p/Λ
1
p .

Finally, note that Ker(ϕ) ∩ cls+(Λ) = {xΛ ; x ∈ f1} ∼= f1/Λ1. Combining the above
indices shows that h+(Λ) = h+(f) ·# Ker(ψ) = h+(f) · [f1 : Λ1]−1 ·

∏
p|c[f

1
p : Λ1

p]. �
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7 Quadratic lattices with class number at most 2

In particular, there are only finitely many conductors c such that h+(Λ) ≤ B for any
given bound B. It is worth mentioning that, O. Körner expresses [f1 : Λ1]−1 ·

∏
p[f

1
p : Λ1

p]
in terms of some invariants of gen(L) making the above theorem even more explicit, see
[Kör81, Theorem 2] for details.

What remains is a study of the proper class number of f, which is classical. Let I(f)
be the group of fractional f-ideals and consider the following subgroups.

• P := {xf ; x ∈ F ∗} and P0 := {xf ; x ∈ K∗}.

• A := {a ∈ I(f) ; a = σ(a)} the subgroup of ambiguous ideals.

• I0 := {af ; a ∈ I(o)} the image of I(o) in I(f).

Hilbert’s Theorem 90 shows that the group homomorphism

I(f)→ gen(f), a 7→ aσ(a)−1

is actually onto. Hence it induces an group epimorphism I(f) → gen(f)/ cls+(f). The
kernel of this epimorphism is AP and thus

gen(f)/ cls+(f) ∼= I(f)/AP .

To evaluate the index h+(f) = [I(f) : AP], consider the diagram

I(f)

AP

P

A

A ∩ P

P0

I0

# Cl(K)

2r

were r denotes the number of prime ideals of o that ramify in F .

By Hilbert’s Theorem 90, ϕ : F ∗ → F 1, x 7→ xσ(x)−1 is an epimorphism of groups
with kernel K∗. For x ∈ F ∗, the ideal xf is ambiguous if and only if ϕ(x) ∈ f1. Let
U = {x ∈ F ∗ ; ϕ(x) ∈ f1}. Then U → (A ∩ P)/P0, x 7→ xf is a group epimorphism with
kernel K∗f∗. Hence

(A ∩ P)/P0
∼= U/K∗f∗ .
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7.2 The binary case

Further, ϕ induces isomorphisms U/K∗f∗ ∼= f1/ϕ(f∗) and f∗/o∗f1 ∼= ϕ(f∗)/(f1)2. From
[f1 : (f1)2] = 2, its follows that

[A ∩ P : P0] = 2/Q

where Q = [f∗ : µ(F )o∗] ∈ {1, 2} denotes the Hasse unit index of F/K. Comparing
indices yields the following theorem.

Theorem 7.2.4 Let r be the number of prime ideals of o that ramify in F and let
Q = [f∗ : µ(F )o∗] be the Hasse unit index of F/K. Then

h+(f) = [I(f) : AP] =
# Cl(F )

# Cl(K)
· 1

Q · 2r−1
.

In particular, any CM-extension F/K with relative class number # Cl(F )
# Cl(K) equal to 1

yields definite, binary quadratic o-lattices with class number one. However, the exact list
of all CM-fields with relative class number one is currently unknown. See [LK06] for an
overview of the problem. Thus the classification of all definite, binary quadratic forms
with class number one is out of reach with current methods.

Provided that there are infinitely many real quadratic fields of class number one,
[Kör81, Theorem 1] shows that there are infinitely many indefinite, binary quadratic
lattices with class number one over the integers.

Despite the fact that Theorem 7.2.4 is ineffective, the enumeration of all definite binary
quadratic lattices is still a finite problem. The result is due to A. Earnest and D. Estes
[EE81].

Theorem 7.2.5 Given any positive integer B, there are only finitely many similarity
classes of definite binary quadratic forms over totally real number fields with class number
at most B.

Proof. See [EE81, Section 5]. �

7.2.2 Definite binary quadratic lattices over the rationals

While Theorem 7.2.4 does not allow a classification of all binary quadratic forms of class
number one in general, it does so for K = Q under the assumption of the Generalized
Riemann Hypothesis (GRH). The discriminants of the maximal orders corresponding to
these forms are L. Euler’s well known 65 idoneal numbers. The classification is based on
the following observation and Louboutin’s bound which will be recalled in Theorem 7.2.7.

Remark 7.2.6 Let Λ be an imaginary quadratic Z-order. Then

1. h(Λ) = 1 ⇐⇒ h+(Λ) = 1.

2. h(Λ) = 2 ⇐⇒ h+(Λ) ∈ {2, 3}.
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7 Quadratic lattices with class number at most 2

Proof. By equation 7.2.1, only the implication h+(Λ) = 3 =⇒ h(Λ) = 2 requires
proof. Let I be a fractional ideal of Λ such that cls+(I) generates gen(Λ)/ cls+(Λ) ∼= C3.
Suppose h(Λ) 6= 2. Then h(Λ) = 3 and thus cls(L) = cls+(L) for all L ∈ gen(Λ). In
particular, σ(I) ∈ cls+(I). By Hilbert’s Theorem 90, one may assume that σ(I) = I is
ambiguous. Since Q has class number one, this implies that aI is a product of ramified
ideals of Λ for some a ∈ Q∗. But then cls+(I) has order at most 2 which yields the
desired contradiction. �

Theorem 7.2.7 ([Lou90, Theorem 1]) Let F be an imaginary quadratic number field.
Assuming (GRH), one has

# Cl(F ) ≥ π

3 exp(1)

√
dF

ln dF
.

Suppose now F is an imaginary quadratic number field with maximal order f such that
h+(f) ≤ B. If (GRH) holds, then Theorems 7.2.4 and 7.2.7 imply that

√
dF

ln dF
≤ 3 exp(1)

π
2r−1B < 2.6 · 2r−1B (7.2.2)

where r denotes the number of primes that ramify in F . Thus dF is a product of r
coprime integers from

{4, 8} ∪ {p ∈ Z ; p an odd prime} .

In particular, the left hand side of equation 7.2.2 tends to ∞ as r →∞. For example in
the case B = 3, one checks that r ≤ 9 and 9973 is the largest possible prime divisor of
dF . An explicit search using Magma yields the following result. The first part is due to
P. Weinberger [Wei73].

Theorem 7.2.8 Assuming (GRH), the following holds.

1. There are 65 maximal, imaginary quadratic Z-orders f such that h+(f) = 1. The
discriminants of these orders are Euler’s idoneal numbers. They are listed in
Table 7.1.

2. There are 161 maximal, imaginary quadratic Z-orders f such that h+(f) = 2.

3. There are 338 maximal, imaginary quadratic Z-orders f such that h+(f) = 3.

A list of these orders is available from [Kir16].

Suppose now Λ is a Z-suborder of f with conductor c 6= 1 such that h+(Λ) ≤ B.
Theorem 7.2.3 shows that h+(f) ≤ h+(Λ) ≤ B. Hence for all orders f from Theorem 7.2.8,
one simply has to compute the possible conductors that yield orders with proper ideal
class number at most B. If p | c and p - 2 dF , then f1p is mapped to the elements of fp/pfp

of norm one and Λ1
p is mapped to {±1}. Hence [f1p : Λ1

p] ≥
p−1

2 . Thus c is supported at

{p ; p | 2 dF or p ≤ 1 + 2B[f1 : {±1}]/h+(f)} .
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7.3 The ternary case

This yields all possible prime divisors of c. The same argument as used in Theorem 7.2.3
actually shows that h+(Λ′) ≥ h+(Λ) for any suborder Λ′ of Λ. Thus for any prospective
prime divisor p of c one can test the o-suborders of f having conductor p, p2, p3, . . . until
one reaches an order Λ with h+(Λ) > B. This gives an upper bound for the p-adic
valuation of c and thus all possible conductors c. If one applies this strategy to all orders
given by Theorem 7.2.8, one obtains the result below.

Theorem 7.2.9 Assuming (GRH), the following holds.

1. There are 101 imaginary quadratic Z-orders Λ such that h+(Λ) = 1. They are listed
in Table 7.1.

2. There are 324 imaginary quadratic Z-orders Λ such that h+(Λ) = 2.

3. There are 683 imaginary quadratic Z-orders Λ such that h+(Λ) = 3.

A list of these orders is available from [Kir16].

The above result and Remark 7.2.6 immediately yield a classification of all definite
binary quadratic lattices of class number at most 2 over the rationals.

Corollary 7.2.10 Assuming (GRH), there are 101 imaginary quadratic Z-orders Λ such
that h(Λ) = 1 and 1007 imaginary quadratic Z-orders Λ such that h(Λ) = 2.

Table 7.1: Fundamental discriminants −dF and conductors c of orders with h+ = 1.

dF c dF c dF c dF c dF c dF c

3 1, 2, 3, 4, 5, 7, 8 43 1 148 1 340 1 595 1 1320 1, 2
4 1, 2, 3, 4, 5 51 1 163 1 372 1 627 1 1380 1
7 1, 2, 4, 8 52 1 168 1, 2 403 1 660 1 1428 1
8 1, 2, 3, 6 67 1 187 1 408 1, 2 708 1 1435 1

11 1, 3 84 1 195 1 420 1 715 1 1540 1
15 1, 2, 4, 8 88 1, 2 228 1 427 1 760 1, 2 1848 1, 2
19 1 91 1 232 1, 2 435 1 795 1 1995 1
20 1, 3 115 1 235 1 483 1 840 1, 2 3003 1
24 1, 2 120 1, 2 267 1 520 1, 2 1012 1 3315 1
35 1, 3 123 1 280 1, 2 532 1 1092 1 5460 1
40 1, 2 132 1 312 1, 2 555 1 1155 1

7.3 The ternary case

Suppose m = 3. The bound given in Corollary 6.3.2 is simply not good enough to be able
to write down all possible base fields K that might admit one-class genera of definite,
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7 Quadratic lattices with class number at most 2

ternary quadratic forms. However, there is a well known correspondence between ternary
quadratic forms and quaternion orders due to J. Brzezinski [Brz80, Brz82] and M. Peters
[Pet69]. It is based on work of M. Eichler [Eic52] and H. Brandt [Bra43]. In [KL16],
D. Lorch and the author used this correspondence to classify all ternary quadratic forms
of class number at most 2. The section at hand gives a summary of the method used.

By [Kne02, Section 6], the even part of the Clifford algebra of (V,Φ) is a definite
quaternion algebra Q. Let σ : Q → Q be its canonical involution and let nrQ/K and trQ/K
denote the reduced norm and trace of Q. By [Kne02, (6.20)], the trace zero subspace
Q0 := {x ∈ Q ; trQ/K(x) = 0} equipped with the trace bilinear form

Q0 ×Q0 → K, (x, y) 7→ 1

2
tr(xσ(y))

is similar to (V,Φ). So for the classification of all definite ternary quadratic lattices with
a given class number, one may assume that V = Q0 and Φ is the bilinear form from
above. Its associated quadratic form QΦ is then the reduced norm nrQ/K .

An o-order O in Q is called Gorenstein, if the inverse reduced different

O# := {x ∈ Q ; trQ/K(xO) ⊆ o}

is an invertible twosided ideal of O. For example maximal or more generally hereditary
orders are Gorenstein. For any order O, the ideal D(O) := nrQ/K(O#)−1 of o is called

the reduced discriminant of O. If O is a maximal order in Q, then D(O) = d
1/2
Q/K is the

product of all prime ideals of o that ramify in Q. Two o-orders O,O′ in Q are said to be
of the same type, if Op and O′p are isomorphic (i.e. conjugate) for all p ∈ P(o). The set of
all orders in Q which are of the same type as O is a union of finitely many isomorphism
classes. The number of the classes is called the type number of O. Note that any order is
contained in some canonical Gorenstein order, the so-called Gorenstein closure. Further
the type number of an order always agrees with the type number of it Gorenstein closure,
see Section 2 of [KL16] for details. Hence the classification of all orders with given type
number boils down to the enumeration of all Gorenstein orders with that type number.

If L is an o-lattice in (Q0,Φ), then

O(L) := 1o +
∑
x,y∈L

n(L)−1 · xy

is a Gorenstein order in Q (see [Pet69, Satz 7] and [Brz82, Proposition 2.3]). Conversely,
if O is a Gorenstein order in Q then

L(O) := D(O) · (O# ∩Q0)

is an o-lattice in (Q0,Φ).

Theorem 7.3.1 Let Q be a quaternion algebra over some number field K and let L,L′

be o-lattices in (Q0,Φ).
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7.3 The ternary case

1. Each Gorenstein order O in Q satisfies O = O(L(O)).

2. There exists a fractional ideal a of o such that aL = L(O(L)).

3. O(L) and O(L′) are isomorphic if and only if L′ is isometric to aL for some
fractional ideal a of o.

Proof. The first assertion follows from [Brz82, Proposition 3.2] and it implies O(L) =
O(L(O(L))). Hence L and L(O(L)) differ by some fractional ideal as [Eic52, Satz 14.1]
shows. The last part is proven in [Brz80, Corollary 3.10]. �

The two constructions O and L are compatible with taking completions. This shows
the following result.

Corollary 7.3.2 Let L be a ternary o-lattice in (Q,Φ). Then the class number of gen(L)
coincides with the type number of O(L).

Recently J. Voight came up with a functorial correspondence between ternary quad-
ratic forms and quaternion orders which preserves class numbers [Voi11]. Using either
correspondence shows that the classification of all definite ternary quadratic forms over K
with class number h is equivalent to the enumeration of all definite quaternion Gorenstein
orders over K with type number h.

Let O be a Gorenstein order in Q and let p ∈ P(o). There exists some twosided ideal
I of O such that I/pO is the radical of the o/p-algebra O/pO. The radical idealizer
process Idp(O) of O is the Gorenstein closure of the right order of I. The radical idealizer
process is similar to the reduction operators ρp from Definition 6.1.1, as it satisfies the
following conditions.

• (Idp(O))p = Op if and only if Op is hereditary, c.f. [Rei03, Chapter 39].

• Idq(Idp(O)) = Idp(Idq(O)) for all q ∈ P(o).

• The type number of O is at least the type number of Idp(O), c.f. [KL16, Lemma 5.4].

In particular, if K admits a definite, ternary quadratic o-lattice with class number h,
it also admits a definite, hereditary, quaternion order with type number at most h.

Theorem 7.3.3 (Eichler’s Mass formula) Let O be a hereditary order in Q. Write

D(O) = d
1/2
Q/K ·l for some integral ideal l of o. Further let O1, . . . ,Ot represent the

isomorphism classes of all orders in Q that are of the same type as O. Then

M(O) :=
t∑
i=1

h(Oi)
[O∗i : o∗]

= 21−n · |ζK(−1)| ·# Cl(K) ·
∏

p|d1/2
Q/K

(NrK/Q(p)− 1) ·
∏
p|l

(NrK/Q(p) + 1) .

Here h(Oi) denotes the number of isomorphism classes of invertible, twosided ideals of Oi.
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7 Quadratic lattices with class number at most 2

Proof. See for example [Eic55, Section 4]. �

If O is an order in Q, let NQ∗(O) = {x ∈ Q∗ ; xOx−1 = O} be its normalizer in Q∗.
If O is hereditary, [Eic55, Section 4] shows that the number h(O) occurring in Eichler’s
mass formula is given by

h(O) =
2r ·# Cl(K)

[NQ∗(O) : O∗K∗]
= 2r ·# Cl(K) · [O∗ : o∗]

[NQ∗(O) : K∗]
(7.3.1)

where r denotes the number of prime ideals dividing D(O).
Combining equation (7.3.1) with Eichler’s mass formula yields a major improvement

over Corollary 6.3.2.

Theorem 7.3.4 If O is a hereditary order in Q with type number t, then

d
1/n
K < ((t/2)1/n · 4π2 · (3/2)ω2(K)/n)2/3 .

Here ω2(K) denotes the number of prime ideals in o of norm 2.

Proof. Let r and {O1, . . . ,Ot} be as in Theorem 7.3.3. Eichler’s mass formula and
equation (7.3.1) show that

t ≥
t∑
i=1

1

[NQ∗(Oi) : K∗]
=

M(O)

2r ·# Cl(K)

≥ 21−n · |ζK(−1)|
∏

p|d1/2
Q/K

N(p)− 1

2

≥ 21−n · |ζK(−1)| · 2−ω2(K) ≥
2 d

3/2
K

(2π)2n
· ζK(2) · 2−ω2(K)

>
2 d

3/2
K

(2π)2n
· (4/3)ω2(K) · 2−ω2(K) ≥

2 d
3/2
K

(2π)2n
· (2/3)ω2(K)

as claimed. �

Corollary 7.3.5 If O is a hereditary order in Q with type number t ≤ 2, then

d
1/n
K < (4π2 · (3/2)ω2(K)/n)2/3 . (7.3.2)

There are 358 totally real number fields K that satisfy equation (7.3.2). The largest one
has degree 8.

Proof. Let K be a totally real number field that satisfies equation (7.3.2) and let n be

its degree. Then d
1/n
K < (6π2)2/3 < 15.20. The bounds from [BD08] imply that n ≤ 10.

If n = 10, then [BD08] shows that d
1/n
K < 15.20 is only possible if ω2(K) ≤ 1. But

d
1/n
K < (4π2 · (3/2)1/10)2/3 < 11.92 is impossible by [Voi08]. The case n = 9 is ruled out

similarly. The tables [Voi08] list all totally real number fields K with d
1/n
K ≤ 15.5 and

degree at most 8. The result follows from an explicit search. �
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7.3 The ternary case

With the possible base fields at hand, the enumeration of all ternary quadratic o-lattices
with class number at most 2 can now proceed as in Chapter 6. However, enumerating
the quaternion orders of type number 2 directly as it is done in [KL16], is much more
efficient:

Suppose a hereditary order O in Q has type number t ≤ 2. Let D(O) = d
1/2
Q/K ·l for

some integral, square-free ideal l of o. As in the proof of Theorem 7.3.4 it follows that

2 ≥ t ≥ 21−n|ζK(−1)| ·
∏

p|d1/2
Q/K

(NrK/Q(p)− 1) ·
∏
p|l

(NrK/Q(p) + 1) .

For any field K from Corollary 7.3.5, there are only finitely many pairs of integral,

square-free coprime ideals (d
1/2
Q/K , l) of o that satisfy this inequality. From dQ/K one

obtains the quaternion algebra Q as explained in Remark 3.4.2. Every order O in Q
with discriminant D(O) = d

1/2
Q/K l is hereditary and of the same type. The construction

of such an order can be done as follows.

1. Start with a maximal order O in Q which can be computed using Zassenhaus’
Round2 algorithm, see [Zas72].

2. For p | l find an isomorphism ϕp : O/pO → (o/p)2×2. This boils down to find some
nonzero element in O/pO with reducible minimal polynomial over o/p.

3. For p | l replace O by the preimage of the upper triangular matrices under ϕp.

Once O is constructed, a set of representatives of the conjugacy classes of hereditary
orders with discriminant D(O) can be obtained from [KV10, Algorithm 7.10]. This yields
the type number of O. So the enumeration of all definite, hereditary quaternion orders
with type number 2 is now clear, see also [KL16, Algorithm 4.5]. The non-hereditary
orders with type number at most 2 can be gotten by successively taking preimages under
Idp but two questions still remain:

• At which places p does one have to compute preimages of Idp to reach all Gorenstein
orders of type number 2?

• How to compute the type number of such a preimage.

These two questions are answered by the following lemma.

Lemma 7.3.6 Let Λ,O be Gorenstein orders in Q such that Idp(Λ) = O for some
p ∈ P(o). Let (O1, . . . ,Ot) represent the conjugacy classes of all orders in Q which are
of the same type as O.

1. The normalizer NQ∗(Oi) acts on

Xi := {Λ′ ⊂ Q ; Λ′ is of the same type as Λ and Idp(Λ
′) = Oi}

by conjugation. Let {Λi,1, . . . ,Λi,ni} represent the orbits of this action. Then

{Λi,j | 1 ≤ j ≤ ni, 1 ≤ i ≤ t}
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7 Quadratic lattices with class number at most 2

is a complete set of representatives of the conjugacy classes of all orders in Q which
are of the same type as Λ.

2. Suppose p - D(O) and Λp is not hereditary. Then #Xi ≥ NrK/Q(p)(NrK/Q(p)−1)/2.
In particular, the type number of Λ is at least

t∑
i=1

⌈
NrK/Q(p)(NrK/Q(p)− 1)

2 ·#NQ∗(Oi)

⌉
.

Proof. See [KL16, Lemmata 5.4 and 5.5]. �

A complete description of the method to compute all definite Gorenstein quaternion
orders with a given type number is presented in [KL16, Algorithms 4.5 and 5.6]. If one
applies these algorithms to the fields K given by Corollary 7.3.5, one finally obtains the
following result.

Theorem 7.3.7

1. There are 4194 types of definite Gorenstein quaternion orders of type number one
over 30 different base fields. The largest field has degree 5.

2. There are 18 538 types of definite Gorenstein quaternion orders of type number two
over 75 different base fields. The largest field has degree 6.

A complete list of representatives is available electronically from [Kir16].

Note that since the type number of an quaternion order agrees with the type number
of its Gorenstein closure, the above result actually classifies all definite quaternion orders
with type number at most 2. From that classification it is fairly easy to enumerate all
definite quaternion orders which ideal class number (i.e. the number of isomorphism
classes of invertible left ideals) at most 2. See [KL16, Section 6] for details.

7.4 The general case

As mentioned in the beginning of this chapter, the enumeration of all one-class genera of
definite quadratic lattices is due to G. Watson, see also [KL13]. D. Lorch very recently
extends this classification to arbitrary totally real number fields in his thesis [Lor].

Applying Algorithm 6.5.4 to the fields K and ranks m ≥ 4 given by Corollary 6.3.2
yields the following results.

Theorem 7.4.1 The number of similarity classes of genera of definite quadratic Z-lattices
with rank m ≥ 4 and class number h ≤ 2 is given by the following table.

m 4 5 6 7 8 9 10 11 12 13 14 15 16 ≥ 17

h = 1 481 295 186 86 36 4 2 0 0 0 0 0 0 0
h = 2 1717 967 581 302 131 52 16 7 6 0 2 2 1 0

A complete list of representatives is available electronically from [Kir16].
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7.5 Unimodular lattices with mass at most 1/2

To state the results for K 6= Q, two specific lattices over Q(
√

5) will be needed.
Let V1 := Q(ζ5) and let σ1 : Q(ζ5) → Q(ζ5) the field morphism which maps ζ5 to ζ−1

5 .

Similarly, let V2 :=
(
−1,−1

Q(
√

5)

)
and let σ2 be the canonical involution of V2. Any maximal

order Mi of Vi equipped with the trace bilinear form

Φi : Vi × Vi → Vi, (x, y) 7→ xσi(y) + yσi(x)

2

yields an indecomposable, definite binary or quaternary quadratic Z[1+
√

5
2 ]-lattice having

class number one. Using the notation of [Neb98], the automorphism groups of M1 and
M2 are ±D10 and (SL2(5) ◦ SL2(5)):2. Note that the lattice M2 is similar to the lattice
H4 of [Sch94].

Theorem 7.4.2 Suppose L is a definite quadratic lattice over K 6= Q of rank m ≥ 4.

1. There are 607 similarity classes of one-class genera of quaternary lattices over 22
different base fields. The largest field has degree 5.

2. There are 1737 similarity classes of two-class genera of quaternary lattices over 32
different base fields. The largest field has degree 6.

3. If m ≥ 5 and h(L) = 1, then m ≤ 6 and K = Q(
√

5). Moreover, either L or L# is
similar to 〈1〉 ⊥M2 or M1 ⊥M2.

4. If m ≥ 5 and h(L) = 2, then K is either Q(
√

5),Q(
√

2),Q(
√

13) or the maximal
totally real subfield Q(θ7) of the seventh cyclotomic field Q(ζ7). The number of
similarity classes of such genera is as follows.

m 5 6 7 8 ≥ 9

Q(
√

5) 40 11 2 1 0

Q(
√

2) 10 0 0 0 0

Q(
√

13) 2 0 0 0 0
Q(θ7) 4 2 0 0 0

A complete list of representatives is available electronically from [Kir16].

The first and third part of the previous theorem are due to D. Lorch, see also [Lor].

7.5 Unimodular lattices with mass at most 1/2

Let L be a unimodular o-lattice in a definite quadratic space (V,Φ) over K such that
Mass(L) ≤ 1/2.

Lemma 7.5.1 Let K be a totally real number field of degree n. Suppose L is a unimodular,
definite quadratic o-lattice of rank m ≥ 3 and mass at most 1/2. Then

d
1/n
K ≤ (2−

1
n · γm · cm)

4
m(m−1)
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7 Quadratic lattices with class number at most 2

where γm is given by Theorem 4.2.3 and

cm =


3/2 if m = 3,

9/8 if m = 4,

1 otherwise.

In particular, m ≤ 28 and m ≤ 14 whenever K 6= Q.

Proof. Suppose first m is odd. Then λ(Lp) ≥ 1 unless m = 3 and NrK/Q(p) = 2, see
Section 4.4 for details. Hence Siegel’s mass formula states that

1/2 ≥ Mass(L) = γ−nm d
m(m−1)/4
K ·

(m−1)/2∏
i=1

ζK(2i) ·
∏
p

λ(Lp)

≥ γ−nm d
m(m−1)/4
K ·

{
(2/3)n if m = 3,

1 otherwise.

Suppose now that m is even. Let disc(L) = d · (K∗)2. Then λ(Lp) ≥ 1 unless p ramifies
in K(

√
d) or all of the following conditions hold: m = 4, NrK/Q(p) = 2 and d ∈ (K∗p )2.

Hence

1/2 ≥ Mass(L)

= γ−nm d
m(m−1)/4
K ·NrK/Q(dK(

√
d)/K)(m−1)/2 ·

m/2−1∏
i=1

ζK(2i) · LK(χd,m/2) ·
∏
p

λ(Lp)

≥ γ−nm d
m(m−1)/4
K ·

{
(8/9)n if m = 4,

1 otherwise.

This yields the claimed bounds on d
1/n
K . Note that this bound becomes less than 1 (or

less than
√

5) if m ≥ 29 (or m ≥ 15). �

The previous lemma shows that there are only finitely many pairs (K,m) such that K
admits unimodular lattices of rank m and mass at most 1/2. Further, all possible base
fields K are listed in the tables [Voi08].

The assumption that L is unimodular, forces c(Vp,Φ) = +1 for all odd prime ideals p
of o. Hence one can easily adopt Algorithms 6.3.4 and 6.4.1 to just enumerate the genera
of unimodular o-lattices with mass at most 1/2 and rank m.

Let Im(K) denote the lattice om equipped with the standard bilinear form. The
isometry classes of all unimodular Z-lattices are enumerated in J. Conway and N. Sloane
in [CS99] up to rank 25. It turns out that gen(I26(Q)) and gen(I27(Q)) are the only
genera of unimodular lattices with rank m ≥ 26. However, I was unable to split these two
genera into isometry classes using Kneser’s method since the class numbers and ranks of
the lattices are simply too large.

For K 6= Q, splitting the genera was not much of a problem. The numbers of isometry
classes, genera and base fields K are given by the following table.
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7.5 Unimodular lattices with mass at most 1/2

rank # genera # isometry classes # base fields K

3 158 574 86
4 235 1760 131
5 19 191 11
6 19 295 10
7 7 252 3
8 15 544 7
9 2 43 2
10 3 261 2
11 1 100 1
12 1 15 1
≥ 13 0 0 0

In each case, after splitting the genera into isometry classes, the Mass of the genus was
compared with Siegel’s mass formula using the local factors given in Section 4.4. They
agreed in all cases, which is a good indicator that the results in Section 4.4 are correct.

Finding the pairs (K,m) such that Im(K) has class number one, has been studied
extensively by various authors. The case m ≥ 4 was settled by J. Dzewas and K. Barner
[Dze60, Bar68]. In [Pfe71b], H. Pfeuffer gives a list of 6 fields K such that I3(K) has
class number one, but he could not prove the completeness of this list. The enumeration
of all unimodular lattices with mass at most 1/2 or [KL16] show that Pfeuffer’s list is in
fact complete. More precisely, the following result holds.

Theorem 7.5.2 Let K be a totally real number field and let m ≥ 3 be an integer. Then
Im(K) has class number one if and only if one of the following conditions holds.

• m = 3 and K is one of

Q, Q(
√

2), Q(
√

5), Q(
√

17), Q(θ7), Q[x]/(x3 − x2 − 3x+ 1)

where Q(θ7) denotes the maximal totally real subfield of the seventh cyclotomic field
Q(ζ7).

• m = 4 and K ∈ {Q, Q(
√

2), Q(
√

5)}.

• 5 ≤ m ≤ 8 and K = Q.
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8 Hermitian lattices with class number at
most 2

Let E/K be a CM-extension of number fields and let (V,Φ) be a definite hermitian
space over E of rank m. The maximal orders of K and E will be denoted by o and O
respectively.

In this chapter a complete classification of definite hermitian lattices over E of rank
m ≥ 3 with class number at most 2 will be given.

8.1 The unary case

Suppose m = 1. Up to similarity, the space V = E carries only one definite hermitian
form, which is its trace bilinear form

Φ: E × E → K, (x, y) 7→ xy + yx

2

with the relative norm of E/K as associated quadratic form QΦ.

Every O-lattice L in (E,Φ) is a binary quadratic o-lattice (but not vice versa). By
Lemma 7.2.1, this identification preserves genera and maps isometry classes to proper
isometry classes. So the class number of L is given by Theorem 7.2.4. As mentioned in
the comment after Theorem 7.2.4, every CM-extension E/K with relative class number
one admits unary hermitian lattices with class number one. However, already the list
of all such extensions E/K is currently unknown, see [LK06] for an overview of that
problem.

8.2 The binary case

In this section, suppose that m = 2. If (V,Φ) admits an O-lattice L of class number at
most 2, then Proposition 6.3.6 shows that

d
1/n
K ≤

(
21/n · 4π2

)2/(m2−1)
≤

{
14.61 if n = 2,

13.53 if n ≥ 3.

A complete list of all such fields K is available from [Voi08].
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8 Hermitian lattices with class number at most 2

Let χ be the non-trivial character of Gal(E/K). Siegel’s mass formula 4.2.7 shows that

h(L) ≥ #µ(E) ·Mass(L) = #µ(E) · 2(8π3)−n · d2
K ·LK(χ, 1) · ζK(2)

∏
p∈P(o)

λ(Lp)

≥ #µ(E) · 2(8π3)−n · d2
K ·LK(χ, 1) · ζK(2)

= (2π)−2n 2 ·# Cl(E)

Q ·# Cl(K)
· d3/2

K ·ζK(2) .

(8.2.1)

where Q ∈ {1, 2} denotes the Hasse unit index of E/K. In particular, the above inequality
(which is sharp for some lattices L) does not involve the relative discriminant dE/K . So
for m = 2, the enumeration of all possible CM-fields E/K that might occur is a relative
class number problem. Even the most recent bounds on relative class numbers do not
allow the enumeration of all possible fields E in practise (although they show that it is
indeed a finite problem).

To see how bad the situation is, let K = Q(
√

5). By [Has85, Satz 25], the Hasse unit
index of E/K is always 1. Thus equation 8.2.1 shows that

# Cl(E) ≤ 16π4

ζK(2) · 53/2
= 120 .

Assuming for a moment that E/Q is cyclic, [Lou06, Corollary 20] shows that

120 ≥ # Cl(E) ≥ 2

3 exp(1)π2
·

√
dE /5

(log(dE /5)/2 + 2 + γ − log(4π))2

where γ denotes the Euler-Mascheroni constant. Hence
√

dE /5 < 9.163 · 105 and thus
dE < 4.198 · 1012. So a complete enumeration of all such extensions E/K is simply
impossible. Also note that without the assumption that E/Q is cyclic, the bounds on dE
get much worse, see for example [Lou06, Theorems 28 and 31].

However for K = Q, the classification of all possible extension E/Q is indeed possible.
In this case, equation 8.2.1 shows that

# Cl(E) ≤ 4π2/ζQ(2) = 48 .

The imaginary quadratic number fields of class number at most 48 have been enumerated
by M. Watkins in his thesis [Wat04]. He shows that dE ≤ 462 883. An explicit search in
Magma shows that there are 10 153 such fields.

If one applies Algorithm 6.5.4 to all these fields E, one obtains the genera of binary
definite hermitian forms with class number one or two. Table 8.1 gives the absolute value
of the discriminants dE as well as the number of similarity classes of genera with class
number one or two over E. A complete list is available from [Kir16].
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8.2 The binary case

Table 8.1: The imaginary quadratic fields E that admit definite, binary hermitian lattices
with class number one or two.

dE #h = 1 #h = 2 dE #h = 1 #h = 2 dE #h = 1 #h = 2

3 19 36 4 17 34 7 14 18

8 18 28 11 18 20 15 13 24

19 16 38 20 15 21 24 25 32

35 11 29 39 0 8 40 18 35

43 18 44 51 16 55 52 17 39

55 0 4 56 0 9 67 18 52

68 0 13 84 12 45 88 14 38

91 3 31 115 9 40 120 17 42

123 16 58 132 15 36 136 0 10

148 16 43 155 0 9 163 18 52

168 14 40 184 0 11 187 2 20

195 0 49 203 0 2 219 0 10

228 12 41 232 13 34 235 9 44

259 0 2 260 0 5 264 0 13

267 16 55 276 0 14 280 5 31

291 0 10 292 0 15 308 0 1

312 14 32 328 0 13 340 5 30

355 0 9 372 12 44 388 0 14

403 1 23 408 12 29 420 0 30

427 2 32 435 0 40 456 0 14

483 0 28 520 5 26 532 0 27

552 0 12 555 0 46 564 0 14

568 0 14 580 0 5 595 0 13

616 0 1 627 0 19 660 0 25

708 14 42 715 0 12 723 0 10

760 5 23 763 0 2 772 0 15

795 0 40 820 0 5 840 0 28

852 0 14 955 0 9 1012 1 17

1027 0 1 1032 0 14 1060 0 5

1092 0 16 1128 0 12 1227 0 10

1240 0 5 1243 0 2 1320 0 27

1380 0 24 1428 0 17 1435 0 13

1507 0 2 1540 0 7 1555 0 9

1672 0 1 1752 0 14 1780 0 5

1848 0 16 1992 0 12 2020 0 5
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8 Hermitian lattices with class number at most 2

8.3 The general case

Finally suppose that the rank m of (V,Φ) is at least 3.

Definition 8.3.1 Let G be a genus of O-lattices in (V,Φ) and let L ∈ G.

1. Suppose Lp =⊥t
i=1 Li is a Jordan decomposition of L at some prime ideal p of o.

Let P be the largest ideal of O over p that is invariant under the involution .
Then s(Li) = Psi for some integers s1 < s2 < . . . < st.

a) If p is good, the local genus symbol of Lp is the tuple

(s1
rank(L1)
± , . . . , st

rank(Lt)
± )

where the i-th subscript is determined as follows: If disc(Li) ∈ N(E∗p ), then +
is written, otherwise − is written.
Proposition 3.3.5 and Theorem 3.3.6 show that the local genus symbol is
well defined and it determines the isomorphism class of Lp is uniquely. For
example, (0m− ) denotes a unimodular lattice Lp of rank m such that disc(Lp)
is not a local norm (at a place p that is necessarily ramified in E). Note that
if Ep/Kp is unramified, then the subscripts can be recovered from s(Li) and
rank(Li). Hence they can be safely omitted at such places.

b) If p is bad, then the local genus symbol of Lp is the tuple

(s1
rank(L1)
±,ordp(n(L1)), . . . , st

rank(Lt)
±,ordp(n(Lt))

)

where the sign is chosen depending on disc(Li) just as before. Note that in
these cases, the local genus symbol is not well defined, i.e. it does depend
on the chosen Jordan splitting. However, given any local genus symbol,
Corollary 3.3.20 allows the reader to write down an Op-lattice locally isometric
to Lp explicitly. Further, Theorem 3.3.18 can be used to decide whether two
local genus symbols define the same isometry class.

In both cases, superscripts being equal to 1 will be omitted.

2. Let p1, . . . , ps be the prime ideals of o which ramify in E or at which L is locally
not unimodular. Let gi be a local genus symbol of L at pi. Then the genus symbol
[g1p1

; . . . ; gsps ] determines G.

Corollary 6.3.7 and Remark 6.3.8 list all possible fields E and ranks m ≥ 3 such
that E could admit a definite O-lattice of rank m and class number at most 2. Applying
Algorithm 6.5.4 to the possible combinations (E,m), yields the following result.

Theorem 8.3.2 Let E/K be a CM-extension of number fields. If G is a genus of definite
hermitian lattices over E of rank m ≥ 3 and class number at most two, then m ≤ 9. A
complete list of all such genera is given below and is also electronically available [Kir16].
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8.3 The general case
F

or
an

y
si

m
il

ar
it

y
cl

as
s

of
ge

n
er

a
as

in
T

h
eo

re
m

8.
3.

2,
th

e
ta

b
le

b
el

ow
li

st
s

th
e

fo
ll

ow
in

g
in

fo
rm

at
io

n
.

•
T

h
e

ra
n

k
m

.

•
T

h
e

ex
te

n
si

o
n
E
/K

.
F

o
r

a
n
y

p
o
si

ti
v
e

in
te

g
er
r,

le
t
ζ r
∈
C

d
en

o
te

so
m

e
p

ri
m

it
iv

e
r-

th
ro

o
t

o
f

u
n

it
y.

S
o
Q

(θ
r
)

w
it

h
θ r

:=
ζ r

+
ζ r

is
th

e
m

ax
im

al
to

ta
ll

y
re

al
su

b
fi

el
d

of
th

e
r-

th
cy

cl
ot

om
ic

fi
el

d
Q

(ζ
r
).

•
A

g
en

u
s

sy
m

b
o
l

o
f

so
m

e
g
en

u
s
G

in
th

e
si

m
il
a
ri

ty
cl

a
ss

.
H

er
e
p
p

d
en

o
te

s
a

p
ri

m
e

id
ea

l
o
f
o

ov
er
p
.

T
h
is

id
ea

l
w

il
l

b
e

u
n

iq
u

e,
ex

ce
p

t
if
p

=
11

an
d
K

=
Q

(√
5)

.
In

th
is

ca
se

th
e

tw
o

p
ri

m
e

id
ea

ls
ov

er
11

ar
e

la
b

el
ed

p
1
1
,1

an
d
p

1
1
,2

.

•
T

h
e

la
st

co
lu

m
n

li
st

s
th

e
fa

ct
o
re

d
o
rd

er
s

o
f

A
u

t(
L

)
w

h
er

e
L

ra
n

g
es

ov
er

a
sy

st
em

o
f

re
p

re
se

n
ta

ti
v
es

o
f

th
e

is
o
m

et
ry

cl
as

se
s

of
G

.
T

h
u

s
th

is
co

lu
m

n
te

ll
s

th
e

cl
as

s
n
u

m
b

er
an

d
th

e
m

as
s

of
G

.

T
h
e

si
m

il
ar

it
y

cl
as

se
s

of
ge

n
er

a
ar

e
gr

ou
p

ed
b
y

eq
u
iv

al
en

ce
cl

as
se

s
w

it
h

re
sp

ec
t

to
th

e
eq

u
iv

al
en

ce
re

la
ti

on
fr

om
D

efi
n
it

io
n

6.
2.

3.

m
E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

3
Q

(√
−

2)
[(

0 +
,1

2 −
,2

) 2
]
∼

[(
12 −

,2
,2

+
) 2

]
25

[(
0 −
,3

2 +
,6

) 2
]
∼

[(
12 +

,4
,4
−

) 2
]

25

[(
0 −
,5

2 +
,8

) 2
]
∼

[(
12 +

,4
,6
−

) 2
]

23

[(
0 −
,7

2 +
,1

0
) 2

]
∼

[(
12 +

,4
,8
−

) 2
]

2

[(
03 −

) 2
]

2
4
·3

&
25
·3

[(
02 −

,0
,2

+
) 2

]
∼

[(
0 +
,2

2 −
,2

) 2
]

2
4

&
2

5

[(
02 −

,2
,2

+
) 2

]
∼

[(
0 +
,2

2 −
,4

) 2
]

2
4
·3

&
25
·3

[(
02 +

,2
,4
−

) 2
]
∼

[(
0 −
,4

2 +
,6

) 2
]

2
4

&
2

5

[(
02 −

,2
,4

+
) 2

]
∼

[(
0 +
,4

2 −
,6

) 2
]

2
4
·3

&
25
·3

[(
02 +

,2
,6
−

) 2
]
∼

[(
0 −
,6

2 +
,8

) 2
]

2
2

&
2

3

[(
0 +
,3

2 −
,4

) 2
]
∼

[(
12 −

,2
,4

+
) 2

]
2

4
&

2
5

[(
0 −
,5

2 +
,6

) 2
]
∼

[(
12 +

,2
,6
−

) 2
]

2
3

&
2

4

Q
(√
−

1)
[(

03 −
) 2

]
27
·3

[(
0 −
,1

2 +
,2

) 2
]
∼

[(
12 −

,2
,2

+
) 2

]
2

7
·3

[(
02 +

,2
,2
−

) 2
]
∼

[(
0 −
,2

2 +
,4

) 2
]

2
7
·3

[(
02 −

,0
,2

+
) 2

]
∼

[(
0 +
,2

2 −
,2

) 2
]

27

129
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t(
L
i)

[(
0 −
,3

2 +
) 3

]
∼

[(
12 +
,4
−

) 3
]

2
4
·3

2

[(
0,

1,
2)

2
;(

03 +
) 3

]
23
·3

3

[(
03 −

) 3
;(

0,
12

) 5
]
∼

[(
03 +

) 3
;(

02
,1

) 5
]

2
3
·3

2
&

2
4
·3

3

[(
0 −
,1

2 +
) 3

;(
0,

1
2
) 5

]
∼

[(
0 +
,1

2 +
) 3

;(
02
,1

) 5
]
∼

[(
12 +
,2
−

) 3
;(

0,
1

2
) 5

]
∼

[(
12 +
,2

+
) 3

;(
02
,1

) 5
]

2
2
·3

3
&

2
4
·3

2

[(
0,

22
) 2

;(
03 −

) 3
]
∼

[(
02
,2

) 2
;(

03 −
) 3

]
2

4
·3

2
&

2
4
·3

3

[(
0 −
,4

2 +
) 3

]
∼

[(
02 +
,4
−

) 3
]

22
·3

2
&

2
3
·3

2

[(
0 +
,2

+
,4

+
) 3

]
22
·3

3
&

2
3
·3

3

[(
0 −
,2
−
,4

+
) 3

]
∼

[(
0 +
,2
−
,4
−

) 3
]

2
2
·3

3
&

2
3
·3

3

[(
0,

2,
4)

2
;(

0 −
,1

2 +
) 3

]
∼

[(
0
,2
,4

) 2
;(

12 +
,2
−

) 3
]

2
·3

2
&

2
·3

3

[(
0,

22
) 2

;(
0 −
,3

2 +
) 3

]
∼

[(
02
,2

) 2
;(

0 −
,3

2 +
) 3

]
∼

[(
0,

22
) 2

;(
12 +
,4
−

) 3
]
∼

[(
02
,2

) 2
;(

12 +
,4
−

) 3
]

2
·3

2
&

2
2
·3

2

[(
0 −
,5

2 +
) 3

]
∼

[(
12 +
,6
−

) 3
]

2
·3

2
&

2
4
·3

2

[(
0,

1,
3)

2
;(

03 −
) 3

]
∼

[(
0,

2
,3

) 2
;(

03 +
) 3

]
23
·3

2
&

2
3
·3

3

[(
0,

12
) 2

;(
0 +
,2

2 −
) 3

]
∼

[(
0,

1
2
) 2

;(
02 −
,2

+
) 3

]
∼

[(
02
,1

) 2
;(

0 −
,2

2 −
) 3

]
∼

[(
02
,1

) 2
;(

02 −
,2
−

) 3
]

23
·3

3
&

2
4
·3

3

[(
0,

12
) 2

;(
0 −
,2

2 +
) 3

]
∼

[(
0,

1
2
) 2

;(
02 +
,2
−

) 3
]
∼

[(
02
,1

) 2
;(

0 +
,2

2 +
) 3

]
∼

[(
02
,1

) 2
;(

02 +
,2

+
) 3

]
22
·3

3
&

2
3
·3

3

[(
0,

32
) 2

;(
0 −
,1

2 +
) 3

]
∼

[(
0,

3
2
) 2

;(
12 +
,2
−

) 3
]
∼

[(
02
,3

) 2
;(

0 +
,1

2 +
) 3

]
∼

[(
02
,3

) 2
;(

12 +
,2

+
) 3

]
22
·3

2
&

2
2
·3

3

[(
0,

12
) 2

;(
0 −
,3

2 +
) 3

]
∼

[(
0,

1
2
) 2

;(
12 +
,4
−

) 3
]
∼

[(
02
,1

) 2
;(

0 +
,3

2 +
) 3

]
∼

[(
02
,1

) 2
;(

12 +
,4

+
) 3

]
2
·3

3
&

2
4
·3

3

[(
0,

1,
2)

2
;(

0 −
,2

2 −
) 3

]
∼

[(
0
,1
,2

) 2
;(

02 −
,2
−

) 3
]

2
2
·3

3
&

2
3
·3

3

[(
0,

1,
2)

2
;(

0 +
,1

2 +
) 3

]
∼

[(
0
,1
,2

) 2
;(

12 +
,2

+
) 3

]
2

4
·3

3
&

2
4
·3

3

Q
(√
−

5)
[(

03 −
) 2

;(
0 +
,1

2 +
) 5

]
∼

[(
03 +

) 2
;(

0 −
,1

2 +
) 5

]
∼

[(
03 −

) 2
;(

12 +
,2

+
) 5

]
∼

[(
03 +

) 2
;(

12 +
,2
−

) 5
]

2
2

&
2

4

[(
02 +

,2
,2
−

) 2
;(

0 +
,1

2 +
) 5

]
∼

[(
0 −
,2

2 +
,4

) 2
;(

0 +
,1

2 +
) 5

]
∼

[(
02 +

,2
,2
−

) 2
;(

12 +
,2

+
) 5

]
∼

[(
0 −
,2

2 +
,4

) 2
;(

12 +
,2

+
) 5

]
∼

[(
02 +

,2
,2

+
) 2

;(
0 −
,1

2 +
) 5

]
∼

[(
0 +
,2

2 +
,4

) 2
;(

0 −
,1

2 +
) 5

]
∼

[(
02 +

,2
,2

+
) 2

;(
12 +
,2
−

) 5
]
∼

[(
0 +
,2

2 +
,4

) 2
;(

12 +
,2
−

) 5
]

2
2

&
2

4

131



8 Hermitian lattices with class number at most 2

m
E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

Q
(√
−

15
)

[(
0 −
,1

2 +
) 3

;(
0 +
,1

2 +
) 5

]
∼

[(
0 +
,1

2 +
) 3

;(
0 −
,1

2 +
) 5

]
∼

[(
12 +
,2
−

) 3
;(

0 +
,1

2 +
) 5

]
∼

[(
0 −
,1

2 +
) 3

;(
12 +
,2

+
) 5

]
∼

[(
12 +
,2
−

) 3
;(

12 +
,2

+
) 5

]
∼

[(
12 +
,2

+
) 3

;(
0 −
,1

2 +
) 5

]
∼

[(
0 +
,1

2 +
) 3

;(
12 +
,2
−

) 5
]
∼

[(
12 +
,2

+
) 3

;(
12 +
,2
−

) 5
]

2
·3

[(
03 −

) 3
;(

0 +
,1

2 +
) 5

]
∼

[(
03 +

) 3
;(

0 −
,1

2 +
) 5

]
∼

[(
03 −

) 3
;(

12 +
,2

+
) 5

]
∼

[(
03 +

) 3
;(

12 +
,2
−

) 5
]

2
3

&
2

3
·3

[(
0 −
,1

2 +
) 3

;(
03 +

) 5
]
∼

[(
0 +
,1

2 +
) 3

;(
03 −

) 5
]
∼

[(
12 +
,2
−

) 3
;(

03 +
) 5

]
∼

[(
12 +
,2

+
) 3

;(
03 −

) 5
]

22
·3

&
22
·3

Q
(√
−

7)
[(

0 −
,1

2 +
) 7

]
∼

[(
12 +
,2
−

) 7
]

2
·3
·7

[(
0,

12
) 2

;(
0 −
,1

2 +
) 7

]
∼

[(
02
,1

) 2
;(

0 −
,1

2 +
) 7

]
∼

[(
0,

12
) 2

;(
12 +
,2
−

) 7
]
∼

[(
02
,1

) 2
;(

12 +
,2
−

) 7
]

2
·3

[(
03 −

) 7
]

2
4
·3

&
24
·3
·7

[(
0,

12
) 3

;(
0 −
,1

2 +
) 7

]
∼

[(
02
,1

) 3
;(

0 +
,1

2 +
) 7

]
∼

[(
0,

12
) 3

;(
12 +
,2
−

) 7
]
∼

[(
02
,1

) 3
;(

12 +
,2

+
) 7

]
2

3
&

2
3
·3

[(
0,

22
) 2

;(
0 −
,1

2 +
) 7

]
∼

[(
02
,2

) 2
;(

0 −
,1

2 +
) 7

]
∼

[(
0,

22
) 2

;(
12 +
,2
−

) 7
]
∼

[(
02
,2

) 2
;(

12 +
,2
−

) 7
]

2
&

2
·3

[(
0,

1,
2)

2
;(

0 −
,1

2 +
) 7

]
∼

[(
0
,1
,2

) 2
;(

12 +
,2
−

) 7
]

2
&

2
Q

(√
−

11
)

[(
0 −
,1

2 +
) 1

1
]
∼

[(
1

2 +
,2
−

) 1
1
]

24

[(
03 −

) 1
1
]

2
3
·3

&
24
·3

[(
0,

12
) 2

;(
0 −
,1

2 +
) 1

1
]
∼

[(
02
,1

) 2
;(

0 +
,1

2 +
) 1

1
]
∼

[(
0,

12
) 2

;(
12 +
,2
−

) 1
1
]
∼

[(
02
,1

) 2
;(

12 +
,2

+
) 1

1
]

2
·3

&
24
·3

[(
0,

22
) 2

;(
0 −
,1

2 +
) 1

1
]
∼

[(
02
,2

) 2
;(

0 −
,1

2 +
) 1

1
]
∼

[(
0,

22
) 2

;(
12 +
,2
−

) 1
1
]
∼

[(
02
,2

) 2
;(

12 +
,2
−

) 1
1
]

2
&

22

Q
(√
−

19
)

[(
0 −
,1

2 +
) 1

9
]
∼

[(
1

2 +
,2
−

) 1
9
]

2
·3

&
24

Q
(√

5)
(√
−

1)
[(

0 +
,1

2 +
,2

) p
2
]
∼

[(
12 +

,2
,2

+
) p

2
]

2
6
·3

&
27
·3

Q
(√

5)
(√ (√

5
−

5)
/
2)

[(
03 +

) p
5
]

24
·3
·5

3

[(
0 +
,1

2 +
) p

5
]
∼

[(
12 +
,2

+
) p

5
]

24
·3
·5

3

[(
0,

12
) p

2
;(

03 +
) p

5
]
∼

[(
02
,1

) p
2
;(

03 −
) p

5
]

23
·3
·5

2
&

2
4
·5

3
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8.3 The general case
m

E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

[(
0,

12
) p

2
;(

0 +
,1

2 +
) p

5
]
∼

[(
02
,1

) p
2
;(

0 −
,1

2 +
) p

5
]
∼

[(
0,

12
) p

2
;(

12 +
,2

+
) p

5
]
∼

[(
02
,1

) p
2
;(

12 +
,2
−

) p
5
]

2
2
·5

3
&

2
4
·3
·5

3

[(
0 +
,2

2 +
) p

5
]
∼

[(
02 +
,2

+
) p

5
]

22
·5

3
&

2
4
·5

3

[(
0 −
,2

2 −
) p

5
]
∼

[(
02 −
,2
−

) p
5
]

23
·5

3
&

2
2
·3
·5

3

[(
0 +
,3

2 +
) p

5
]
∼

[(
12 +
,4

+
) p

5
]

2
·5

3
&

2
4
·3
·5

3

Q
(√

5)
(√
−

3)
[(

03 +
) p

3
]

2
4
·3

4
&

2
4
·3

3
·5

[(
0 +
,1

2 +
) p

3
]
∼

[(
12 +
,2

+
) p

3
]

24
·3

4
&

2
4
·3

3
·5

Q
(√

2)
(√
−

1)
[(

0 +
,1

2 +
,2

) p
2
]
∼

[(
12 +

,2
,2

+
) p

2
]

2
1
0

[(
0 −
,3

2 −
,4

) p
2
]
∼

[(
12 −

,2
,4
−

) p
2
]

2
1
0

[(
0 −
,5

2 −
,6

) p
2
]
∼

[(
12 −

,2
,6
−

) p
2
]

2
8

[(
03 +

) p
2
]

2
9
·3

&
21

0
·3

[(
02 −

,0
,2
−

) p
2
]
∼

[(
0 −
,2

2 −
,2

) p
2
]

2
9

&
2

1
0

[(
02 +

,2
,2

+
) p

2
]
∼

[(
0 +
,2

2 +
,4

) p
2
]

29
·3

&
21

0
·3

[(
02 −

,0
,4
−

) p
2
]
∼

[(
0 −
,4

2 −
,4

) p
2
]

2
8

&
2

9

[(
0 +
,3

2 +
,4

) p
2
]
∼

[(
12 +

,2
,4

+
) p

2
]

2
9

&
2

1
0

[(
0 −
,7

2 −
,8

) p
2
]
∼

[(
12 −

,2
,8
−

) p
2
]

2
7

&
2

7

Q
(√

3)
(√
−

1)
[]

27
·3

4

[(
0,

12
) p

2
]
∼

[(
12
,2

) p
2
]

2
7
·3

3

[(
1,

2,
3)

p
2
]

2
6
·3

3

[(
0,

12
) p

3
]
∼

[(
13

) p
2
;(

02
,1

) p
3
]

2
5
·3

4
&

2
7
·3

3

[(
0,

12
) p

2
;(

0,
12

) p
3
]
∼

[(
02
,1

) p
2
;(

02
,1

) p
3
]
∼

[(
12
,2

) p
2
;(

0,
1

2
) p

3
]
∼

[(
1,

22
) p

2
;(

02
,1

) p
3
]

2
6
·3

2
&

2
7
·3

3

[(
0,

22
) p

2
]
∼

[(
02
,2

) p
2
]

27
·3

2
&

2
7
·3

3

[(
0,

1,
3)

p
2
]
∼

[(
1
,3
,4

) p
2
]

26
·3

2
&

2
6
·3

3

[(
1,

4,
5)

p
2
]
∼

[(
1
,2
,5

) p
2
]

24
·3

2
&

2
4
·3

3

[(
1,

2,
3)

p
2
;(

0,
12

) p
3
]
∼

[(
0,

1
,2

) p
2
;(

02
,1

) p
3
]

2
5
·3

2
&

2
6
·3

3

[(
13

) p
2
;(

0,
1,

2)
p
3
]

2
4
·3

3
&

2
6
·3

2

Q
(√

21
)(
√ (√

21
−

5)
/2

)
[]

2
4
·3

2
·7

&
24
·3

4

Q
(√

6)
(√ 2√

6
−

5)
[(

0,
12

) p
2
]
∼

[(
12
,2

) p
2
]

24
·3

2
&

2
5
·3

2
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8 Hermitian lattices with class number at most 2

m
E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

Q
(θ

7
)(
√
θ 7
−

2)
[(

0 −
,1

2 +
) p

7
]
∼

[(
12 +
,2
−

) p
7
]

2
·3
·7

3

[(
03 −

) p
7
]

2
4
·3
·7

2
&

2
4
·3
·7

3

Q
(θ

9
)(
√
θ 9
−

2)
[(

03 −
) p

3
]

22
·3

6
&

2
4
·3

7

[(
0 −
,1

2 +
) p

3
]
∼

[(
12 +
,2
−

) p
3
]

24
·3

5
&

2
2
·3

7

[(
0 +
,2

2 −
) p

3
]
∼

[(
02 −
,2

+
) p

3
]

22
·3

5
&

2
4
·3

6

Q
(θ

1
5
)(
√
θ 1

5
−

2)
[]

2
4
·3

3
·5

2
&

2
4
·3

4
·5

3

4
Q

(√
−

2)
[(

02 +
,2
,1

2 +
,4

) 2
]
∼

[(
12 +

,4
,2

2 +
,4

) 2
]

29

[(
14 +

,4
) 2

]
28
·3
·5

[(
14 +

,2
) 2

]
29

[(
02 +

,2
,3

2 +
,6

) 2
]
∼

[(
12 +

,4
,4

2 +
,6

) 2
]

25

[(
12 +

,4
,3

2 +
,6

) 2
]

2
6
·3

[(
12 +

,4
,5

2 +
,8

) 2
]

2
2
·3

[(
14 +

,4
) 2

;(
0,

1
3
) 3

]
∼

[(
1

4 +
,4

) 2
;(

03
,1

) 3
]

25
·3

[(
12 +

,4
,3

2 +
,4

) 2
]
∼

[(
12 +

,2
,3

2 +
,6

) 2
]

27

[(
04 +

,2
) 2

]
28
·3

2
&

2
9
·3

2

[(
02 +

,2
,1

2 +
,2

) 2
]
∼

[(
12 +

,2
,2

2 +
,4

) 2
]

27
·3

&
28
·3

[(
02 +

,0
,1

2 +
,2

) 2
]
∼

[(
12 +

,2
,2

2 +
,2

) 2
]

27
&

2
7

[(
02 +

,2
,2

2 +
,4

) 2
]

2
7

&
2

8

[(
02 −

,2
,2

2 −
,4

) 2
]

2
7
·3

2
&

2
8
·3

2

[(
02 +

,2
,5

2 +
,8

) 2
]
∼

[(
12 +

,4
,6

2 +
,8

) 2
]

22
&

2
2

[(
02 +

,2
,1

2 +
,4

) 2
;(

0,
1

3
) 3

]
∼

[(
02 +

,2
,1

2 +
,4

) 2
;(

03
,1

) 3
]
∼

[(
12 +

,4
,2

2 +
,4

) 2
;(

0,
1

3
) 3

]
∼

[(
12 +

,4
,2

2 +
,4

) 2
;(

03
,1

) 3
]

2
4

&
2

6

[(
12 +

,4
,3

2 +
,6

) 2
;(

0,
1

3
) 3

]
∼

[(
12 +

,4
,3

2 +
,6

) 2
;(

03
,1

) 3
]

2
3

&
2

2
·3

[(
14 +

,4
) 2

;(
0,

2
3
) 3

]
∼

[(
1

4 +
,4

) 2
;(

03
,2

) 3
]

22
&

2
5

[(
0 −
,1

2 +
,2
,2

+
) 2

]
26

&
2

6

[(
12 +

,4
,5

2 +
,6

) 2
]
∼

[(
12 +

,2
,5

2 +
,8

) 2
]

24
&

2
4

[(
14 +

,2
) 2

;(
0,

1
3
) 3

]
∼

[(
1

4 +
,2

) 2
;(

03
,1

) 3
]

24
&

2
6

Q
(√
−

1)
[(

04 +
,2

) 2
]

21
0
·3

2
·5

[(
02 +

,2
,1

2 +
,2

) 2
]
∼

[(
12 +

,2
,2

2 +
,4

) 2
]

21
1
·3
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8.3 The general case
m

E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

[(
14 +

,2
) 2

]
21

1
·3

2

[(
04 +

,0
) 2

]
21

1
·3

[(
02 +

,0
,1

2 +
,2

) 2
]
∼

[(
12 +

,2
,2

2 +
,2

) 2
]

21
0
·3

[(
14 −

,2
) 2

;(
03
,1

) 3
]
∼

[(
1

4 −
,2

) 2
;(

0,
13

) 3
]

29
·3

[(
02 +

,2
,2

2 +
,4

) 2
]

2
8
·3

2

[(
02 +

,2
,4

2 +
,6

) 2
]

2
4
·3

2

[(
02 +

,2
,3

2 +
,4

) 2
]
∼

[(
12 +

,2
,4

2 +
,6

) 2
]

27
·3

[(
12 +

,2
,3

2 +
,4

) 2
]

2
1
0

[(
12 −

,2
,3

2 −
,4

) 2
]

2
1
0
·3

2

[(
02 +

,2
,2

2 +
,2

) 2
]
∼

[(
02 +

,0
,2

2 +
,4

) 2
]

29
·3

[(
0 +
,1

2 +
,2
,2
−

) 2
]

29
·3

[(
04 +

,2
) 2

;(
02
,1

2
) 3

]
27
·3

2
&

2
9
·3

[(
02 +

,2
,1

2 −
,2

) 2
;(

03
,1

) 3
]
∼

[(
02 +

,2
,1

2 −
,2

) 2
;(

0,
13

) 3
]
∼

[(
12 −

,2
,2

2 +
,4

) 2
;(

03
,1

) 3
]
∼

[(
12 −

,2
,2

2 +
,4

) 2
;(

0,
13

) 3
]

29
·3

&
28
·3

2

[(
04 +

,2
) 2

;(
0,

2
3
) 3

]
∼

[(
0

4 +
,2

) 2
;(

03
,2

) 3
]

2
5
·3

&
28
·3

[(
04 +

,2
) 2

;(
0,

1
3
) 5

]
∼

[(
0

4 +
,2

) 2
;(

03
,1

) 5
]

2
5
·3
·5

&
28
·3

[(
02 +

,2
,5

2 +
,6

) 2
]
∼

[(
12 +

,2
,6

2 +
,8

) 2
]

25
&

2
5
·3

[(
12 +

,2
,5

2 +
,6

) 2
]

2
7

&
2

7

[(
14 +

,2
) 2

;(
0,

1
3
) 5

]
∼

[(
1

4 +
,2

) 2
;(

03
,1

) 5
]

2
7

&
2

9
·3

[(
03 +
,2
−

) 2
]
∼

[(
0 −
,2

3 +
) 2

]
29
·3

&
29
·3

[(
02 +

,0
,2

2 +
,2

) 2
]

21
0

&
2

1
0

[(
0 −
,2

2 +
,4
,4

+
) 2

]
∼

[(
0

+
,2

2 +
,4
,4
−

) 2
]

2
9
·3

&
29
·3

[(
02 +

,2
,4

2 +
,4

) 2
]
∼

[(
02 +

,0
,4

2 +
,6

) 2
]

27
&

2
7
·3

[(
02 +

,0
,3

2 +
,4

) 2
]
∼

[(
12 +

,2
,4

2 +
,4

) 2
]

29
&

2
9

[(
02 −

,0
,3

2 −
,4

) 2
]
∼

[(
12 −

,2
,4

2 −
,4

) 2
]

21
0

&
2

1
0
·3

[(
0 −
,2

+
,3

2 +
,4

) 2
]
∼

[(
1

2 +
,2
,2

+
,4
−

) 2
]

2
9

&
2

9
·3

[(
0 +
,1

2 +
,2
,4
−

) 2
]
∼

[(
0
−
,3

2 +
,4
,4

+
) 2

]
2

9
&

2
9
·3

[(
0 +
,1

2 −
,2
,4

+
) 2

]
∼

[(
0

+
,3

2 +
,4
,4
−

) 2
]

2
9

&
2

9
·3

[(
0 −
,3

2 −
,4
,6
−

) 2
]

28
&

2
8
·3
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8 Hermitian lattices with class number at most 2

m
E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

Q
(√
−

3)
[(

04 +
) 3

]
27
·3

5

[(
02 +
,1

2 +
) 3

]
∼

[(
12 +
,2

2 +
) 3

]
2

5
·3

5

[(
14 +

) 3
]

2
7
·3

5
·5

[(
02
,1

2
) 2

;(
14 +

) 3
]

27
·3

4

[(
03
,1

) 2
;(

04 −
) 3

]
∼

[(
0,

13
) 2

;(
04 −

) 3
]

2
5
·3

5

[(
0 −
,2

3 +
) 3

]
∼

[(
03 +
,2
−

) 3
]

2
5
·3

4

[(
0 −
,2

+
,3

2 +
) 3

]
∼

[(
12 +
,2

+
,4
−

) 3
]

2
5
·3

3

[(
0 +
,1

2 +
,2
−

) 3
]
∼

[(
0 −
,1

2 +
,2

+
) 3

]
2

5
·3

5

[(
0,

23
) 2

;(
14 +

) 3
]
∼

[(
03
,2

) 2
;(

14 +
) 3

]
2

4
·3

5

[(
02
,2

2
) 2

;(
14 +

) 3
]

23
·3

4

[(
12 +
,3

2 +
) 3

]
26
·3

3

[(
0,

12
,2

) 2
;(

14 +
) 3

]
26
·3

4

[(
02
,1

2
) 2

;(
04 +

) 3
]

2
7
·3

3
&

2
6
·3

4

[(
02
,1

2
) 2

;(
02 +
,1

2 +
) 3

]
∼

[(
02
,1

2
) 2

;(
12 +
,2

2 +
) 3

]
23
·3

4
&

2
5
·3

4

[(
03
,1

) 2
;(

02 −
,1

2 +
) 3

]
∼

[(
0,

1
3
) 2

;(
02 −
,1

2 +
) 3

]
∼

[(
03
,1

) 2
;(

12 +
,2

2 −
) 3

]
∼

[(
0,

13
) 2

;(
12 +
,2

2 −
) 3

]
2

6
·3

4
&

2
5
·3

5

[(
0,

23
) 2

;(
04 +

) 3
]
∼

[(
03
,2

) 2
;(

04 +
) 3

]
2

5
·3

3
&

2
5
·3

5

[(
0 +
,2

3 −
) 3

]
∼

[(
03 −
,2

+
) 3

]
24
·3

5
&

2
5
·3

5

[(
02 −
,2

2 −
) 3

]
25
·3

4
&

2
6
·3

4

[(
02 +
,2

2 +
) 3

]
23
·3

4
&

2
4
·3

4

[(
0 +
,2
−
,3

2 +
) 3

]
∼

[(
12 +
,2
−
,4

+
) 3

]
2

2
·3

5
&

2
5
·3

5

[(
02 +
,3

2 +
) 3

]
∼

[(
12 +
,4

2 +
) 3

]
22
·3

3
&

2
5
·3

3

[(
0 +
,1

2 +
,4
−

) 3
]
∼

[(
0 −
,3

2 +
,4

+
) 3

]
2

4
·3

3
&

2
5
·3

3

[(
0,

22
,4

) 2
;(

14 +
) 3

]
22
·3

3
&

2
2
·3

4

[(
14 +

) 3
;(

0,
13

) 7
]
∼

[(
14 +

) 3
;(

03
,1

) 7
]

2
4
·3

3
&

2
4
·3

5

[(
0,

12
,2

) 2
;(

04 +
) 3

]
26
·3

3
&

2
5
·3

4

[(
02
,1

2
) 2

;(
0 +
,1

2 +
,2
−

) 3
]
∼

[(
02
,1

2
) 2

;(
0 −
,1

2 +
,2

+
) 3

]
2

3
·3

4
&

2
5
·3

4

[(
0,

2,
32

) 2
;(

14 +
) 3

]
∼

[(
02
,1
,3

) 2
;(

14 +
) 3

]
2

4
·3

3
&

2
4
·3

4

[(
0,

1,
22

) 2
;(

04 −
) 3

]
∼

[(
02
,1
,2

) 2
;(

04 −
) 3

]
2

5
·3

3
&

2
5
·3

4
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8.3 The general case
m

E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

[(
03
,1

) 2
;(

0 +
,2

3 +
) 3

]
∼

[(
03
,1

) 2
;(

03 +
,2

+
) 3

]
∼

[(
0,

13
) 2

;(
0 −
,2

3 −
) 3

]
∼

[(
0,

13
) 2

;(
03 −
,2
−

) 3
]

23
·3

4
&

2
5
·3

4

[(
03
,1

) 2
;(

0 +
,1

2 +
,2

+
) 3

]
∼

[(
0
,1

3
) 2

;(
0 −
,1

2 +
,2
−

) 3
]

25
·3

4
&

2
4
·3

5

Q
(√
−

5)
[(

02 +
,2
,1

2 +
,2

) 2
;(

14 +
) 5

]
∼

[(
12 +

,2
,2

2 +
,4

) 2
;(

14 +
) 5

]
25

&
2

7

[(
04 +

,0
) 2

;(
14 +

) 5
]

2
5

&
2

7

[(
14 −

,2
) 2

;(
04 −

) 5
]

2
4

&
2

5

[(
02 +

,2
,2

2 +
,2

) 2
;(

14 +
) 5

]
∼

[(
02 +

,0
,2

2 +
,4

) 2
;(

14 +
) 5

]
23

&
2

5

Q
(√
−

15
)

[(
02 +
,1

2 +
) 3

;(
14 +

) 5
]
∼

[(
12 +
,2

2 +
) 3

;(
14 +

) 5
]

2
·3

2

[(
0 +
,1

2 +
,2
−

) 3
;(

14 +
) 5

]
∼

[(
0 −
,1

2 +
,2

+
) 3

;(
14 +

) 5
]

2
·3

2

[(
04 +

) 3
;(

14 +
) 5

]
25
·3

&
25
·3

2

[(
14 +

) 3
;(

14 +
) 5

]
24
·3

2
·5

&
24
·3

2
·5

[(
0,

13
) 2

;(
14 +

) 3
;(

14 +
) 5

]
∼

[(
03
,1

) 2
;(

14 +
) 3

;(
14 +

) 5
]

24
·3

&
24
·3

[(
0,

23
) 2

;(
14 +

) 3
;(

14 +
) 5

]
∼

[(
03
,2

) 2
;(

14 +
) 3

;(
14 +

) 5
]

2
·3

&
2
·3

Q
(√
−

7)
[(

14 +
) 7

]
2

4
·3

2
·5
·7

[(
0,

13
) 2

;(
14 +

) 7
]
∼

[(
03
,1

) 2
;(

14 +
) 7

]
2

4
·3
·7

[(
02
,1

2
) 2

;(
14 +

) 7
]

24
·3

2

[(
0,

23
) 2

;(
14 +

) 7
]
∼

[(
03
,2

) 2
;(

14 +
) 7

]
2
·3
·7

[(
0,

1,
22

) 2
;(

14 +
) 7

]
∼

[(
02
,1
,2

) 2
;(

14 +
) 7

]
2

2
·3

[(
0,

12
,2

) 2
;(

14 +
) 7

]
23
·3

[(
02 +
,1

2 +
) 7

]
∼

[(
12 +
,2

2 +
) 7

]
22
·3

2
&

2
2
·3
·7

[(
02
,1

2
) 3

;(
14 +

) 7
]

2
5
·3

&
25
·3

2

[(
02
,2

2
) 2

;(
14 +

) 7
]

2
2
·3

&
22
·3

2

[(
0,

33
) 2

;(
14 +

) 7
]
∼

[(
03
,3

) 2
;(

14 +
) 7

]
2
·3

&
2
·3
·7

[(
0,

2,
32

) 2
;(

14 +
) 7

]
∼

[(
02
,1
,3

) 2
;(

14 +
) 7

]
2

&
2
·3

[(
0,

22
,3

) 2
;(

14 +
) 7

]
∼

[(
0,

12
,3

) 2
;(

14 +
) 7

]
2
·3

&
2
·3

[(
0,

23
) 3

;(
14 +

) 7
]
∼

[(
03
,2

) 3
;(

14 +
) 7

]
22
·3

&
2
·3
·7

Q
(√
−

11
)

[(
14 +

) 1
1
]

2
7
·3
·5

[(
0,

23
) 2

;(
14 +

) 1
1
]
∼

[(
03
,2

) 2
;(

14 +
) 1

1
]

24
·3

[(
0,

13
) 3

;(
14 +

) 1
1
]
∼

[(
03
,1

) 3
;(

14 +
) 1

1
]

24
·3

137



8 Hermitian lattices with class number at most 2

m
E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

[(
02
,1

2
) 2

;(
14 +

) 1
1
]

2
4
·3

2
&

2
7
·3

2

[(
02
,2

2
) 2

;(
14 +

) 1
1
]

2
2
·3

&
23
·3

[(
0,

23
) 3

;(
14 +

) 1
1
]
∼

[(
03
,2

) 3
;(

14 +
) 1

1
]

2
&

2
4

[(
0,

13
) 5

;(
14 +

) 1
1
]
∼

[(
03
,1

) 5
;(

14 +
) 1

1
]

22
·5

&
25

[(
0,

12
,2

) 2
;(

14 +
) 1

1
]

23
·3

2
&

2
6
·3

2

Q
(√
−

19
)

[(
14 +

) 1
9
]

2
4
·3

2
·5

&
27
·3
·5

[(
0,

23
) 2

;(
14 +

) 1
9
]
∼

[(
03
,2

) 2
;(

14 +
) 1

9
]

2
·3

2
&

2
4
·3

Q
(√

5)
(√ (√

5
−

5)
/
2)

[(
14 +

) p
5
]

27
·3

2
·5

4

[(
04 +

) p
5
]

2
6
·3

2
·5

3
&

2
7
·3
·5

4

[(
02 +
,1

2 +
) p

5
]
∼

[(
12 +
,2

2 +
) p

5
]

24
·5

4
&

2
6
·3
·5

4

[(
0 +
,1

2 +
,2

+
) p

5
]

23
·5

4
&

2
5
·3
·5

4

[(
0 −
,1

2 +
,2
−

) p
5
]

23
·5

4
&

2
5
·3
·5

4

[(
14 +

) p
5
;(

0,
1

3
) p

1
1
,1

]
∼

[(
14 +

) p
5
;(

03
,1

) p
1
1
,1

]
22
·5

3
&

2
4
·3
·5

4

[(
14 +

) p
5
;(

0,
1

3
) p

1
1
,2

]
∼

[(
14 +

) p
5
;(

03
,1

) p
1
1
,2

]
22
·5

3
&

2
4
·3
·5

4

Q
(√

5)
(√
−

3)
[(

14 +
) p

3
]

2
7
·3

5
·5

&
27
·3

4
·5

2

Q
(√

2)
(√
−

1)
[(

14 +
,2

) p
2
]

2
1
2
·3

&
21

5

[(
12 −

,2
,3

2 −
,4

) p
2
]

21
1
·3

&
21

4

Q
(√

3)
(√
−

1)
[]

2
1
0
·3

3
·5

&
21

1
·3

5

[(
14

) p
2
]

21
1
·3

4
&

2
8
·3

5
·5

Q
(θ

7
)(
√ θ2 7

−
4)

[(
14 +

) p
7
]

2
4
·3

2
·5
·7

2
&

2
3
·3
·7

4

5
Q

(√
−

1)
[(

0 −
,1

4 −
,2

) 2
]
∼

[(
14 +

,2
,2

+
) 2

]
2

1
3
·3

2

[(
0 −
,3

4 −
,4

) 2
]
∼

[(
14 −

,2
,4
−

) 2
]

2
1
2
·3

[(
05 +

) 2
]

2
1
3
·3
·5

&
21

2
·3

2
·5

[(
03 −
,1

2 −
,2

) 2
]
∼

[(
12 −

,2
,2

3 −
) 2

]
2

1
3
·3

&
21

2
·3

2

[(
04 +

,2
,2

+
) 2

]
∼

[(
0 +
,2

4 +
,4

) 2
]

21
3
·3
·5

&
21

2
·3

2
·5

[(
02 +

,2
,1

2 −
,2
,2
−

) 2
]
∼

[(
0 −
,1

2 −
,2
,2

2 +
,4

) 2
]

21
3
·3

&
21

2
·3

2

[(
02 −

,0
,1

2 −
,2
,2

+
) 2

]
∼

[(
0 +
,1

2 −
,2
,2

2 −
,2

) 2
]

21
3

&
2

1
2
·3

[(
0 −
,2

2 +
,4
,3

2 −
,4

) 2
]
∼

[(
12 −

,2
,2

2 +
,4
,4
−

) 2
]

21
3
·3

&
21

2
·3

2

[(
02 +

,2
,1

2 −
,2
,4
−

) 2
]
∼

[(
0 −
,3

2 −
,4
,4

2 +
,6

) 2
]

21
1
·3

&
21

0
·3

2
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8.3 The general case
m

E
/K

ge
n
u

s
sy

m
b

ol
of
G

#
A

u
t(
L
i)

[(
0 −
,1

2 +
,2
,3

2 −
,4

) 2
]
∼

[(
12 −

,2
,3

2 −
,4
,4

+
) 2

]
21

2
&

2
1
2
·3

2

[(
12 −

,2
,2
−
,3

2 +
,4

) 2
]

2
1
2

&
2

1
2
·3

2

[(
0 +
,3

4 +
,4

) 2
]
∼

[(
14 +

,2
,4

+
) 2

]
2

1
3

&
2

1
3
·3

2

[(
0 −
,5

4 −
,6

) 2
]
∼

[(
14 −

,2
,6
−

) 2
]

2
1
0

&
2

1
0
·3

Q
(√
−

3)
[(

05 +
) 3

]
2

8
·3

6
·5

[(
03 +
,1

2 +
) 3

]
∼

[(
12 +
,2

3 +
) 3

]
2

7
·3

6

[(
0 +
,1

4 +
) 3

]
∼

[(
14 +
,2

+
) 3

]
28
·3

6
·5

[(
12 +
,2

+
,3

2 +
) 3

]
27
·3

4

[(
03
,1

2
) 2

;(
05 +

) 3
]
∼

[(
0

2
,1

3
) 2

;(
05 −

) 3
]

2
8
·3

4
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9 Quaternionic hermitian lattices with class
number at most 2

This chapter gives a complete classification of all definite quaternionic hermitian lattices
with class number at most two.

Throughout the chapter, let E be a definite quaternion algebra over some totally real
number field K of degree n and (V,Φ) denotes a definite hermitian space of rank m
over E. Further, let o and O be maximal orders of K and E respectively.

9.1 Two remarks

The maximal orders in E are not unique. The following remark deals with this nuisance.

Remark 9.1.1 Let O and O′ be maximal orders in E. There exists some left ideal A
of O with right order O′, for example A := OO′. The bijection

{L′ ⊂ E ; L′ is an O′-lattice in (V,Φ)} → {L ⊂ E ; L is an O-lattice in (V,Φ)}
L′ 7→ AL′

preserves genera, isometry classes and thus class numbers. Note that this map does not
necessarily preserve norms and scales. However, if the narrow class group of K is trivial,
the situation can be remedied. In that case, AA = a−1O for some totally positive scalar
a ∈ K∗. Then

{L′ ⊂ E ; L′ is an O′-lattice in (V,Φ)} → {L ⊂ E ; L is an O-lattice in (V, aΦ)}
L′ 7→ (AL′)a

not only preserves genera, isometry classes and class numbers, but also norms and scales.

So Remark 9.1.1 shows that for the classification of all genera of lattices over E with
given class number, it suffices to consider only O-lattices for some maximal order O of E,
which will be fixed now once and for all.

The unique decomposition of definite lattices into indecomposable ones is extremely
powerful in the case of quaternionic hermitian lattices since there are no obstructions on
which hermitian spaces over E exist.

Remark 9.1.2 Let G be a genus of O-lattices in (V,Φ).

1. There exists some O-lattice L1 ⊥ . . . ⊥ Ls ∈ G such that Li is indecomposable and
rank(Li) ≤ 2.
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9 Quaternionic hermitian lattices with class number at most 2

2. h(G) ≥ h(⊥j∈I Lj) for all nonempty subsets I ⊆ {1, . . . , s}.

Proof. 1. Let L ∈ G and P = {p ∈ P(o) ; Ep is ramified or Lp is not unimodular}. Given
p ∈ P(o), Algorithm 3.3.2 shows that Lp

∼= Lp,1 ⊥ · · · ⊥ Lp,r with rank(Lp,i) = 2 for
all i < s := dm/2e. Since there exists only one hermitian space over Ep of a given
rank, there exists some definite O-lattice Li such that (Li)q is unimodular for all q /∈ P
and (Li)p ∼= Lp,i for all p ∈ P . The result now follows by splitting each lattice Li into
indecomposable ones, c.f. Theorem 2.4.9.
2. Let X =⊥j∈I Lj and Y =⊥j /∈I Lj . Further let X1, . . . , Xh represent the isometry

classes of gen(X). Then Xi ⊥ Y ∈ G and the unique decomposition of O-lattices into
irreducible ones shows that Xi ⊥ Y ∼= Xj ⊥ Y implies Xi

∼= Xj . So h(G) ≥ h. �

In particular, if the algebra E admits definite hermitian lattices with class number at
most B and rank m ≥ 3, it must also admit such lattices of rank m− 1 or m− 2. This
usually rules out a lot of candidates for E.

9.2 The unary case

Suppose m = 1. Up to similarity, V = E carries only one definite hermitian form, which
is its trace bilinear form

Φ: E × E → K, (x, y) 7→ xy + yx

2
.

The corresponding quadratic form QΦ is the reduced norm nrE/K = N. Let L denote
the set of all O-lattices in (E,Φ), i.e. left ideals of O. It is well known that the map

Ψ: L → Cl+(o), [A] 7→ [n(A)]

is surjective, see for example [Rei03, Theorem (35.14)]. The set gen(A) consists of all
n(A)-modular O-lattices in (E,Φ). A system of representatives of the isometry classes in
gen(A) is given by the following theorem.

Theorem 9.2.1 Let a be an ideal of o and let A1, . . . ,Ah represent the isomorphism
classes of the fibre Ψ−1({[a]}). For 1 ≤ i ≤ h let Λi := Or(Ai) denote the right order
of Ai and let {ui,1, . . . , ui,ri} be a system of representatives of o∗>0/N(Λ∗i ).

1. There exists xi ∈ E∗ such that n(Ai)xixi = a and there exists yi,j ∈ E∗ such that
yi,jyi,j = ui,j.

2. (Aiyi,jxi ; 1 ≤ j ≤ ri, 1 ≤ i ≤ h) represents the isometry classes in the genus of
all a-modular lattices in (E,Φ). In particular, the class number of this genus is∑h

i=1[o∗>0 : N(Λ∗i )].

Proof. The first assertion follows from the Norm Theorem of Hasse-Schilling-Maass, see
[Rei03, Theorem (33.15)]. For a proof of the second note that the O-lattices Aiyi,jxi
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9.2 The unary case

all have rank 1 and they are a-modular. Hence they form a single genus. Suppose
first that Aiyi,jxi is isometric to Akyk,`xk. Isometries in (E,Φ) are given by right
multiplication with elements of E having norm one. Hence there exists some x ∈ E∗ such
that Aiyi,jxix = Akyk,`xk and xx = 1. Thus Ai is isomorphic to Ak which shows i = k
and further yi,jxixx

−1
i y−1

i,` ∈ Λi. Therefore N(yi,j) N(yi,`)
−1 = N(yi,jxixx

−1
i y−1

i,` ) ∈ N(Λi)
implies that j = `.
Suppose now B ∈ gen(A). Then B is also a-modular, i.e. n(B) = a. Hence B
is isomorphic to some Ai say Aixxi = B with x ∈ E∗. Comparing reduced norms
shows that N(x) is a totally positive unit of o. Whence N(x) = N(u)ui,j for some
1 ≤ j ≤ ri and some u ∈ Λ∗i . Hence N(x) = N(uyi,j), say x = uyi,je for some e ∈ E∗ of
norm 1. Therefore x−1

i exi also has reduced norm 1 and induces an isometry between
B = Aixxi = Aiyi,jexi = Aiyi,jxi(x

−1
i exi) and Aiyi,jxi. �

The previous algorithm and Remark 9.1.1 immediately show how to decide if (E,Φ)
admits O-lattices with a given class number:

Algorithm 9.2.2

Input: Some definite quaternion algebra E and some integer h ≥ 1.
Output: True if and only if E admits unary hermitian lattices of class number h.
1: Let O be a maximal order in E.
2: Let A1, . . . ,A` represent the isomorphism classes of left ideals of O.
3: for [a] ∈ Cl+(o) do
4: Let I = {1 ≤ i ≤ ` ; Ψ(Ai) = [a]}.
5: if

∑
i∈I [o

∗
>0 : N(Or(Ai)∗)] = h then return true end if

6: end for
7: return false.

Note that all algorithms for quaternion algebras needed in Algorithm 9.2.2 have been
implemented by J. Voight, S. Donnelly and the author in Magma. For example, a maximal
order can be computed using the Round2 algorithm of H. Zassenhaus [Zas72] or the
more specialized algorithm [Voi13, Algorithm 7.10]. The computation of left ideal class
representatives and unit groups is explained in the author’s paper with J. Voight [KV10].

The remainder of this section answers the question which definite quaternion algebras
admit hermitian lattices of rank 1 and class number at most 2. By Corollary 6.3.11 such
an algebra E over K satisfies

d
1/n
K ≤ 11.6 and

∏
p|dE/K

(NrK/Q(p)− 1) ≤ 2n · |ζK(−1)|−1 .

This leaves only finitely many candidates, which can easily be worked out using [Voi08]
and Remark 3.4.2. Applying Algorithm 9.2.2 to these candidates with h ∈ {1, 2}, yields
the following result.

Theorem 9.2.3 There are 69 (148) definite quaternion algebras E over 29 (60) different
base fields K that admit unary hermitian lattices of class number one (two).
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9 Quaternionic hermitian lattices with class number at most 2

Tables 9.1 and 9.2 list the degree n of the center K, the discriminant dK as well as
D = NrK/Q(dE/K)1/2 for these algebras. A complete list is available from [Kir16].

The information given by Tables 9.1 and 9.2 usually does not define the algebra E or
even a genus uniquely, but it is certainly enough to recover all genera of class number at
most 2 quickly using Magma.

Table 9.1: Quaternion algebras that admit one-class genera of hermitian forms

n dK D n dK D n dK D n dK D n dK D
1 1 2 2 12 1 2 33 1 3 148 2 4 1957 1

3 6 60 1 5 2000 1
5 26 3 49 7 13 20
7 13 1 8 169 5 2304 1
13 12 13 13 18

2 5 1 17 1 29 229 4 2777 1
20 21 1 43 316 2 3600 1
44 24 1 81 3 321 3 4352 1

8 1 6 19 4 725 1 4752 1
14 28 1 37 1125 1 10512 1
18 5 24217 5
50

9.3 The general case

In this section the rank m of (V,Φ) over E is assumed to be at least 2.
To be able to write down genera in a unique and efficient way, the following notation

will be used.

Definition 9.3.1 Let G be a genus of O-lattices in (V,Φ) and let L ∈ G.

1. Suppose Lp =⊥t
i=1 Li is a Jordan decomposition of L at some prime ideal p of o.

Let P be the maximal twosided ideal of O over p. Then s(Li) = Psi for some
integers s1 < . . . < st. The local genus symbol of Lp is

(s
rank(L1)
1 , . . . , s

rank(Lt)
t ) .

Note that the superscripts rank(Li) will be omitted whenever they are 1. For
example, (0m) describes a unimodular lattice of rank m. By Proposition 3.3.5
and Theorem 3.3.6, the local genus symbol is well defined, i.e. independent from the
Jordan decomposition chosen. Moreover, the isomorphism class of Lp is uniquely
determined by the local genus symbol.
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Table 9.2: Quaternion algebras that admit two-class genera of hermitian forms

n dK D n dK D n dK D n dK D n dK D
1 1 11 2 17 4 2 69 1 3 321 3 4 6125 1

17 18 3 49 27 7 6809 1
19 26 41 361 7 7056 1
30 21 1 71 404 2 7488 1
42 12 97 469 4 7537 1
70 15 113 568 2 9909 1
78 20 127 4 1125 1 5 14641 11

2 5 36 24 1 81 8 45 23
45 15 17 80 24217 17
55 28 1 73 1600 1 36497 3
95 6 148 17 1957 21 13
99 14 25 2048 1 38569 7
124 29 1 169 8 2225 1 13
155 33 1 229 2 2525 1 6 300125 1
164 6 7 2624 1 371293 1

8 34 37 1 13 3981 1 434581 1
62 40 1 257 3 15 453789 1
63 41 1 5 4205 1 485125 1

12 39 44 1 7 4352 14 592661 1
50 57 1 9 4752 12 1397493 1

13 9 60 6 316 2 5125 1 8 324000000 1
39
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9 Quaternionic hermitian lattices with class number at most 2

2. Let p1, . . . , ps be the prime ideals of o such that Lpi is not unimodular and let gi
be the local genus symbol of L at pi. Then the genus symbol

[g1p1
; . . . ; gsps ]

is well defined and it uniquely determines the genus G. For example, G consists of
unimodular lattices if and only if its genus symbol is the empty list [].

Corollary 6.3.11 lists finitely many pairs (E,m) of quaternion algebras E and integers
m ≥ 2 such that E might admit definite hermitian lattices of rank m of class number at
most 2. Applying Algorithm 6.5.4 to these candidates, immediately yields the following
result.

Theorem 9.3.2 Let (V,Φ) be a definite hermitian space over a definite quaternion
algebra E of rank m ≥ 2. Let O be a maximal order of E and let G be a genus of
O-lattices in (V,Φ). If h(G) = 1, then m ≤ 4 and h(G) = 2 implies m ≤ 5. The complete
list of all genera with class number at most 2 is given at the end of this section.

For each similarity class of genera as in Theorem 9.3.2, the table below lists the
following information:

• The rank m of the lattices.

• The quaternion algebra E. Here Qα,∞,p1,...,pr denotes the definite quaternion algebra
over K = Q(α) ramified only at the finite places p1, . . . , pr. The subscript α will
be omitted if K = Q. Further, θ7 = ζ7 + ζ−1

7 for some primitive 7-th root of unity
ζ7 ∈ C.

• The genus symbol of a genus G in the similarity class. Here pp denotes a prime
ideal over p, which will be unique in all cases. The classification shows that the
center of E always has narrow class number one. By Remark 9.1.1, this means that
the genus symbols are independent from the maximal order O. So there is no need
to list O itself.

• The class number h(G) of the genus.

• The automorphism groups Aut(L) where L ranges over representatives of the
isometry classes in G. The naming conventions for the groups are the same as
used by G. Nebe in [Neb98] with the exception that the subscripts expressing the
quaternion algebras are omitted.

• The factored orders of these automorphism groups.

• Maximal finite subgroups of GLm(E) that contain these automorphism groups.

The similarity classes are grouped according to equivalence classes with respect to the
equivalence relation from Definition 6.2.3.
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10 Exceptional groups

In the previous chapters, only classical (i.e. orthogonal and hermitian) groups have been
studied. This final chapter discusses the problem of enumerating one-class genera of
some special subgroups of exceptional algebraic groups. The exposition below is taken
from the author‘s recent preprint [Kir].

10.1 Preliminaries

In this chapter, let K be a number field of degree n with ring of integers o. The infinite
places of K will be denoted by Ω∞(K).

Let G be an absolutely quasi-simple, simply connected algebraic group defined over K
such that

∏
v∈Ω∞(K)G(Kv) is compact. Then K is totally real. Most of the time, G will

be exceptional, i.e. a K-form of G2, F4, E6, E7, E8 or a triality form of D4. By fixing a
presentation of G, one one may assume that G is a subgroup of GLm for some m.

As described in [Bor63, CNP98] any full o-lattice L in Km describes an integral group
scheme G as follows. For each extension (or completion) E of K with ring of integers O,
let G(O) be the stabilizer of L⊗o O in G(E).

Let A = {(αv)v∈Ω(K) | αp /∈ op for only finitely many p ∈ P(o)} be the adele ring
of K. Suppose α ∈ G(A). Then L · α denotes the o-lattice L′ with L′p = Lpαp for
all p ∈ P(o). Similarly, one defines G · α to be the stabilizer of L · α in G(K). Then
(G · α)(op) = α−1

p G(op)αp for all p ∈ P(o).

Definition 10.1.1 Two integral forms G and G′ of G are isomorphic if G · α = G′ for
some α ∈ G(K). Similarly, they are said to be in the same genus if G · α = G′ for some
α ∈ G(A).

Let C =
∏
v∈Ω∞(K)G(Kv)×

∏
p∈P(o)G(op). Note that α−1Gα is the stabilizer of G · α

in G(A). Thus

CαG(K) 7→ G · α

induces a bijection between the double cosets C\G(A)/G(K) and the isomorphism classes
in the genus of G.

Lemma 10.1.2 ([CNP98, Proposition 3.3]) Let G be an integral group scheme as
above. Then G(op) is a subgroup of finite index in a maximal compact subgroup of G(Kp)
and G(op) is a hyperspecial maximal compact subgroup at all but finitely many places
p ∈ P(o).
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10 Exceptional groups

The most important integral group schemes G are those for which G(op) is a parahoric
subgroup Pp of G(Kp) at each prime ideal p of o. The genus of such a scheme is uniquely
determined by the family P = (Pp)p∈P(o). By the previous lemma, Pp is hyperspecial
almost everywhere. Such a family P is called coherent in [Pra89].

It is well known ([Bor63, Theorem 5.1]) that the genus of integral forms corresponding
to P decomposes into finitely many isomorphism classes represented by G1, . . . , Gh(P )

say. Then the rational number

Mass(P ) =

h(P )∑
i=1

1

#Gi(o)

is called the mass of P . Clearly, h(P ) ≥ Mass(P ) and h(P ) = 1 implies Mass(P )−1 ∈ Z.

10.2 The mass formula of Prasad

Let P be a coherent family of parahoric subgroups of G and let G be the unique quasi-split
inner K-form of G. If G is of type 6D4, let F/K be a cubic extension contained in the
Galois extension of K over which G splits. In all other cases let F be the minimal
extension of K over which G splits. If G splits over K, let s(G) = 0, if G is a triality form
of D4, set s(G) = 7 and if G is an outer form of E6 let s(G) = 6.

Fix a family P = (Pp)p∈P(o) of maximal parahoric subgroups of G such that Pp is
hyperspecial (special) if G splits (does not split) over the maximal unramified extension
of Kp and

∏
v∈V∞ G(Kv)×

∏
p∈P(o) Pp is an open subgroup of G(A). See [Pra89, Section

1.2] for more details.
Let Gp and Gp be the groups Gp ⊗op op/p and Gp ⊗op op/p. By [Tit79, Section 3.5],

both these groups admit a Levi decomposition over op/p. Hence there exists some
maximal connected reductive op/p-subgroups Mp and Mp such that Gp = Mp.Ru(Gp)
and Gp = Mp.Ru(Gp). Here Ru denotes the unipotent radical.

Further, let r be the rank of G and (d1, . . . , dr) denote the degrees of G. Then the
dimension of G can be expressed as dim(G) = 2

∑r
i=1 di − r.

In his seminal paper [Pra89], Prasad gave the following explicit formula for Mass(P ).

Theorem 10.2.1 ([Pra89])

Mass(P ) = d
dimG/2
K ·NrK/Q(dF/K)s(G)/2 ·

(
r∏
i=1

(di − 1)!

(2π)di

)n
·
∏

p∈P(o)

β(Pp) (10.2.1)

where β(Pp) =
NrK/Q(p)(dim Mp+dimMp)/2

#Mp(o/p)
> 1.

For computational purposes, it is usually more convenient to express Mass(P ) in terms
of Mass(P) which is a product of special values of certain L-series of K. For p ∈ P(o) let

λ(Pp) := β(Pp)/β(Pp) = NrK/Q(p)(dim Mp−dimMp)/2 #Mp(o/p)

#Mp(o/p)
.
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10.3 The exceptional groups

Then Mass(P ) = Mass(P) ·
∏

p∈P(o) λ(Pp). Moreover, there is the following empirical fact.

Lemma 10.2.2 ([PY12, 2.5]) The local factors λ(Pp) are integral.

Proof. This follows from explicit computations using Bruhat-Tits theory. In most cases
however, these computations can be avoided, see [PY12, 2.5] for details. �

10.3 The exceptional groups

10.3.1 The case G2

Let O be the octonion algebra over K with totally definite norm form and denote by O0

its trace zero subspace. The automorphism group Aut(O) of O, i.e. the stabilizer of the
octonion multiplication in the special orthogonal group of O yields an algebraic group
of type G2 and O0 is an invariant subspace (cf. [SV00, Chapter 2]). Thus it yields an
algebraic group G < GL7 of type G2. Further, the construction shows that G(Kp) is of
type G2 for all prime ideals p of o.

The extended Dynkin diagram of G2 is as follows.

0 1 2

By [Tit79, 3.5.2], the parahoric subgroups Pp of G(Kp) are in one-to-one correspondence
with the non-empty subsets of {0, 1, 2}. For any non-empty subset T of {0, 1, 2} let P Tp be
the parahoric subgroup of G(Kp) whose Dynkin diagram is obtained from the extended

Dynkin diagram of G2 by omitting the vertices in T . For example, P
{0}
p is hyperspecial

and P
{2}
p is of type A2.

Theorem 10.3.1 Suppose P is a coherent family of parahoric subgroups of G such that
h(P ) = 1. Then K = Q and Pp is hyperspecial for all primes p /∈ {2, 3, 5}. The possible

combinations (T2, T3, T5) such that Pp = P
Tp
p for p ∈ {2, 3, 5} are given below.

T2 T3 T5 Mass(P )−1 G(Z) sgdb

{0} {0} {0} 26 · 33 · 7 G2(2) −
{0} {0} {2} 25 · 3 (C4 × C4).S3 64

{0} {2} {0} 24 · 33 31+2
+ .QD16 520

{2} {0} {0} 26 · 3 · 7 23.GL3(2) 814
{2} {2} {0} 24 · 3 GL2(3) 29

{1} {0} {0} 26 · 32 21+4
+ .((C3 × C3).2) 82821

{1, 2} {0} {0} 26 · 3 21+4
+ .S3 1494

{0, 2} {0} {0} 26 · 3 ((C4 × C4).2).S3 956

{0, 1} {0} {0} 26 · 3 21+4
+ .S3 988

{0, 1, 2} {0} {0} 26 Syl2(G2(2)) 134

The last column gives the label of the group G(Z) in the list of all groups of order
Mass(P )−1 = #G(Z) as defined by the small group database ([BEO01]).

1The group is isomorphic to a index 2 subgroup of the automorphism group of the root lattice F4.
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10 Exceptional groups

Proof. If G is of type G2, then F = K, r = 2 and (d1, d2) = (2, 6). In particular,
dimG = 2(d1 + d2)− r = 14. Thus Theorem 10.2.1 shows

h(P ) ≥ d7
K

(
15

32π8

)n
.

Hence h(P ) = 1 implies

d
1/n
K ≤

(
32π8

15

)1/7

< 4.123 .

The tables [Voi08] show that K is one of Q, Q(
√
d) with d ∈ {2, 3, 5, 13} or the maximal

totally real subfield Q(θ7) of the seventh cyclotomic field Q(ζ7). The assumption h(P ) = 1
forces Mass(P )−1 ∈ Z. Hence Mass(P)−1 ∈ Z by Lemma 10.2.2. The exact values of
Mass(P) = 2−2n|ζK(−1)ζK(−5)| for the various possible base fields K is given in the
following table.

K Q Q(
√

2) Q(
√

3) Q(
√

5) Q(
√

13) Q(θ7)

Mass(P) 1
26·33·7 = 1

#G2(2)
361

48384
1681
12096

67
302400

33463
157248

7393
84672

This shows that K = Q as claimed. For any given prime p, the local factor λ(Pp) is given
by the following table.

root system of Pp ∅ A1 A2 A1 ×A1 G2

λ(Pp) p8 − p6 − p2 + 1 p6 − 1 p3 + 1 p4 + p2 + 1 1

If p ≥ 23 then #G2(2) · (p3 + 1) > 1 and therefore Pp is hyperspecial. For p < 23 one
can simply check all possible combinations of Pp which yield Mass(P )−1 ∈ Z. This yields
precisely the claimed combinations.
Let B be an Iwahori subgroup of G. The set of all ZpB-invariant lattices in O0

p have been
worked out in [CNP98]. For each candidate P one finds some lattice L such that the
stabilizer G(Z) of L in G2 < GL(O0) is of type P . It turns out that Mass(P )−1 = #G(Z)
in all cases. �

10.3.2 The case F4

Proposition 10.3.2 Suppose G is of type F4. Then there exists no coherent family P
of parahoric subgroups of G with class number one.

Proof. If G is of type F4, then r = 4 and (d1, . . . , d4) = (2, 6, 8, 12). In particular,
dimG = 2

∑
i di − r = 52 and Theorem 10.2.1 shows that

h(P ) ≥ d26
K

(
736745625

8192π28

)n
.

Hence h(P ) = 1 implies

d
1/n
K ≤

(
8192π28

736745625

)1/26

< 2.213 <
√

5 .
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10.3 The exceptional groups

Thus K = Q and

Mass(P) =
736745625

8192π28
·

4∏
i=1

ζQ(di) =
1

4

4∏
i=1

|ζQ(1− di)| =
691

21536527213
.

In particular, Mass(P )−1 /∈ Z. �

Note that if K = Q, then P is the model in the sense of Gross and it actually has class
number 2 (see [Gro96, Proposition 5.3]).

10.3.3 Triality of D4

Let G be of type 3D4 or 6D4. The field F is a totally real cubic extension of K. The
extension is normal (and thus cyclic) if and only if G is of type 3D4.

Lemma 10.3.3 Suppose G is a K-form of D4 and P a parahoric family of G with class
number one. Then the base field K is either Q, Q(

√
d) with d ∈ {2, 3, 5, 13, 17} or the

maximal totally real subfield Q(θe) of Q(ζe) for e ∈ {7, 9}.

Proof. If G is any form of D4, then r = 4 and (d1, . . . , d4) = (2, 4, 4, 6). Hence dimG =
2
∑

i di − r = 28. Thus Theorem 10.2.1 shows that

h(P ) ≥ Mass(P ) ≥ d14
K

(
135

211π16

)n
.

So h(P ) = 1 implies

d
1/n
K ≤

(
211π16

135

)1/14

< 4.493 .

The result now follows from the tables of totally real number fields [Voi08]. �

Let p ∈ P(o) be a prime ideal of norm q. By [Tit79, Section 4], the type of G at p is
(using the notation of [Tit79, Tables 4.2 and 4.3])

1D4 if p is completely split in F ,
3D4 if Fp/Kp is an unramified cubic field extension,

G1
2 if Fp/Kp is a ramified cubic field extension,

2D4 if Fp
∼= Kp ⊕ F ′p for some unramified quadratic extension F ′p/Kp,

B−C3 if Fp
∼= Kp ⊕ F ′p for some ramified quadratic extension F ′p/Kp.

Therefore β(Pp) =
(

1− 1
q2

)(
1− 1

q6

)
· β′p where β′p is given by

(
1− 1

q4

)2
if p is completely split in F ,

1 + 1
q4 + 1

q8 if Fp/Kp is an unramified cubic field extension,

1 if Fp/Kp is a ramified cubic field extension,(
1 + 1

q4

)(
1− 1

q4

)
if Fp = Kp ⊕ F ′p for some unramified extension F ′p/Kp,

1− 1
q4 if Fp = Kp ⊕ F ′p for some ramified extension F ′p/Kp.
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10 Exceptional groups

The functional equation for L-series shows that

Mass(P) = 2−4n · |ζK(−1) · LK(χ,−3) · ζK(−5)| (10.3.1)

where χ denotes the non-trivial character of Gal(F/K), see also [PY12, Section 2.8].

Proposition 10.3.4 If G is of type 3D4 or 6D4 then there exists no coherent parahoric
family of class number one.

Proof. If G admits a one-class parahoric family P , then

1 ≥ Mass(P ) ≥ Mass(P) > d
7/2
K d

7/2
F

(
135

211π16

)n

or equivalently, dF ≤ d−1
K ·

(
211π16

135

)2n/7
. By Lemma 10.3.3, there are only finitely many

candidates for K. For each such field K, [Voi08] lists all possible cubic extensions F that
satisfy the previous inequality. It turns out that K = Q and F = Q[x]/(f(x)) where
f(x) is one of the ten polynomials given below. In each case, Mass(P) can be evaluated
explicitly using equation (10.3.1).

f(x) Mass(P)

x3 − x2 − 2x+ 1 79/84672
x3 − 3x− 1 199/36288

x3 − x2 − 3x+ 1 577/12096
x3 − x2 − 4x− 1 11227/157248
x3 − 4x− 1 1333/6048

x3 − x2 − 4x+ 3 1891/6048
x3 − x2 − 4x+ 2 2185/3024
x3 − x2 − 4x+ 1 925/1344
x3 − x2 − 6x+ 7 4087/4032
x3 − x2 − 5x− 1 19613/12096

The result now follows from the fact that Mass(P ) is an integral multiple of Mass(P)
and therefore never the reciprocal of an integer. �

10.3.4 The case E6

Let G be a form of E6. The assumption that GKv) is anisotropic for all infinite places
v of K forces G to be of type 2E6. Thus the splitting field F of G is a totally complex
quadratic extension of K.

Proposition 10.3.5 There exists no coherent family P of parahoric subgroups of G with
class number one.
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10.3 The exceptional groups

Proof. If G is of type 2E6, then r = 6, (d1, . . . , d6) = (2, 5, 6, 8, 9, 12), s(G) = 26 and
dimG = 78. Suppose P is a parahoric family of class number one. Then Theorem 10.2.1
implies

1 = h(P ) ≥ Mass(P ) > d39
K ·NrK/Q(dF/K)13 · γn ≥ d39

K ·γn where γ :=
6∏
i=1

(di − 1)!

(2π)di

and therefore d
1/n
K < γ−1/39 < 2.31. Hence K is either Q or Q(

√
5).

If K = Q(
√

5), then NrK/Q(dF/K) ≥ 4. Hence h(P ) > 539 · 413 · γ2 > 1. So K = Q and

1 = h(P ) > d13
F ·γ implies that dF ≤ 12. Thus F is Q(

√
−d) for some d ∈ {1, 2, 3, 7, 11}.

For any p ∈ P(o), the group G is quasi-split over Kp. Moreover, the type of G over Kp is
1E6, 2E6 or F I4 (using the notation of [Tit79, Section 4]) depending on whether p is split,
inert or ramified in F . Thus β(Pp)−1 equals

(1− q−2)(1− q−6)(1− q−8)(1− q−12) ·


(1− q−5)(1− q−9) if p is split in F ,

(1 + q−5)(1 + q−9) if p is inert in F ,

1 if p is ramified in F ,

where q = NrK/Q(p). Let χ be the nontrivial character of Gal(F/Q). The functional
equation for L-series shows that

Mass(P) = 2−6 · |ζQ(−1) · LQ(χ,−4) · ζQ(−5) · ζQ(−7) · LQ(χ,−8) · ζQ(−11)| .

The values for Mass(P) for all possible fields F = Q(
√
−d) are

d 1 2 3 7 11

Mass(P) 191407
243465191424

1097308691
169073049600

559019
30813563289600

6102221
5200977600

7340406625
18598035456

In particular, there exists no parahoric family P such that Mass(P )−1 ∈ Z. �

10.3.5 The case E7

Proposition 10.3.6 If G is of type E7 then there exists no coherent family P of parahoric
subgroups of G with class number one.

Proof. If G is of type E7 then r = 7, (d1, . . . , d7) = (2, 6, 8, 10, 12, 14, 18) and dimG = 133.
If h(P ) = 1, then Theorem 10.2.1 implies that

d
1/n
K <

(
7∏
i=1

(2π)di

(di − 1)!

)2/133

< 1.547 <
√

5 .

Thus K = Q and then

Mass(P) = 2−7
7∏
i=1

|ζQ(1− di)| =
691 · 43867

2243115273111131191

shows that h(P ) > 1 for all parahoric families P . �
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10 Exceptional groups

10.3.6 The case E8

Proposition 10.3.7 If G is of type E8 and P is a coherent family of parahoric subgroups
of G then h(P ) ≥ 8435.

Proof. If G is of type E8 then r = 8 and (d1, . . . , d8) = (2, 8, 12, 14, 18, 20, 24, 30). Thus
Theorem 10.2.1 implies that

h(P ) ≥ Mass(P ) >
8∏
i=1

(di − 1)!

(2π)di
> 8434 .

�
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ideal

ambiguous, 112

fractional, 14

integral, 14

invertible, 14

left, 14

right, 14

twosided, 14

index ideal, 15

invariant factors, 15

inverse different, 47

isometry, 12, 19

Jordan decomposition, 31

Jordan type, 31

lattice, 14

dual, 18

full, 14

indecomposable, 22

integral, 18

maximal, 18

modular, 18

partial dual, 94

rescaled, 18

square-free, 91

unimodular, 18

lattices

equivalent, 94

isometric, 19
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orthogonal sum, 18
properly isometric, 82
similar, 19

Local-Global-Principle, 20

mass, 50, 152
mass formula

of Prasad, 152
of Siegel, 51

neighbour, 75
norm, 18
norm generator, 34
norm group, 34
normic defect, 37

order, 14
Gorenstein, 116
left, 14
right, 14

orthogonal group, 12

prime
bad, 42
good, 42

pseudo-basis, 15

quadratic defect, 25
quadratic space, 12
quaternion algebra, 11

ramified place, 40

radical idealizer process, 117
reduced norm, 11
reduced trace, 11
reflection, 73
relative discriminant ideal, 47
root discriminant, 95

scale, 18
special genus, 74
special orthogonal group, 73
special unitary group, 74
spinor genus, 74

proper, 82

spinor norm, 73
Strong approximation, 74

unitary group, 12

vector
admissible, 75
indecomposable, 22
isotropic, 12

volume, 18

weight, 34
Witt invariant, 29
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