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## Chapter 1

## Introduction

The interest in linear codes began with the papers "Notes on digital coding" by M. J. E. Golay and "Error detecting and error correcting codes" by R. W. Hamming, published in 1949 and 1950, respectively (cf. [10], [15]). In these works it is shown how digital information, given as $m$-tuples with entries 0 and 1 , can be expanded to a tuple of length $N=m+k$, such that the highest possible number of errors in the information can be corrected. The words of length $N$, obtained by adding $k$ parity checks to the original information, form a subspace of $\mathbb{F}_{2}^{N}$. Here originates the classical notion of a binary code, as a subspace of $\mathbb{F}_{2}^{N}$. Algebraic coding theorists began to investigate codes over other alphabets than $\mathbb{F}_{2}$ as well, also because a larger alphabet allows to correct a greater number of errors occurring in a row in the digital information (burst errors). A linear code in the classical sense is hence a subspace of $\mathbb{F}^{N}$, for a finite field $\mathbb{F}$.

Soon codes with additional algebraic structure received more interest both from algebraists and from coding theorists, since additional structure often gives rise to more efficient decoding algorithms. A well-known example is given by the cyclic codes, which are invariant under a cyclic shift of the coordinates. That is, the automorphism group of a cyclic code, i.e. the group formed by those coordinate permutations which leave the code invariant, contains a subgroup $\langle(1, \ldots, N)\rangle$ isomorphic to the cyclic group of order $N$. In her paper "Codes and ideals in group algebras" ([24]), F. J. MacWilliams treats cyclic codes as ideals in the group algebra $\mathbb{F} C_{N} \cong \mathbb{F}[x] /\left(x^{N}-1\right)$. A generalization of the cyclic codes are the group ring codes, which are right ideals in a group algebra of some finite group and have been investigated by several authors (cf. [27,2,19]), using methods of representation theory of finite groups. Among these codes, the self-dual codes are of particular interest, for instance since their weight distribution has an invariance property given by the famous MacWilliams identity.

An interesting connection between the automorphisms of a self-dual linear code and its weight distribution was discovered by N. J. A. Sloane and J. G. Thompson. In their paper "Cyclic self-dual codes" ([40]) they prove that there exists no binary cyclic self-dual code such that the Hamming weight of every word is a multiple of 4 . Codes whose weight distributions satisfy this divisibility condition are called doubly-even, and self-dual doubly-even binary codes are also
called Type II codes. The result of Sloane and Thompson has been generalized by C. Martinez-Peréz and W. Willems in [27], stating that there exists a self-dual doubly-even binary group ring code for a finite group $G$ if and only if the order of $G$ is a multiple of 8 and the Sylow 2-subgroups of $G$ are not cyclic.

From the point of view of representation theory, group ring codes are $\mathbb{F} G$ submodules of the regular permutation module for $G$. These are linear codes on which $G$ acts as automorphisms via its regular representation. The present thesis investigates the existence of codes with prescribed automorphisms which arise from arbitrary permutation representations, or more generally monomial representations, of a finite group. The challenge is hence to decide, given a monomial permutation group $G$, whether there exists a self-dual linear code whose automorphism group contains $G$. This issue is viewed from different perspectives, allowing different generalizations of the question and the results.

Chapter 3 deduces obvious necessary conditions on $G$ for the existence of a self-dual $G$-invariant code. In this chapter monomial permutations are naturally embedded into the orthogonal group $O(V)$ of a quadratic space $V$. Hence the developed theory applies to self-dual codes in odd characteristic, and to generalized Type II codes in characteristic 2 . Here a self-dual code $C$ corresponds to a maximal totally isotropic subspace of $V$, and $G$ lies in the automorphism group of $C$ if and only if, as a subgroup of $O(V)$, it lies in the stabilizer $S$ in $O(V)$ of the corresponding maximal totally isotropic subspace. Depending on the characteristic of $\mathbb{F}$, the determinant or the Dickson invariant provides a well-defined epimorphism $D: O(V) \rightarrow C_{2}$ such that $S$ is always contained in the kernel of $D$. On the symmetric group $S_{N}$ the map $D$ restricts to the sign homomorphism. This allows to conclude that the automorphism group of a self-dual code in odd characteristic, or of a self-dual Type II code in characteristic 2 , is always contained in the alternating group (see Corollaries 3.2.4, 3.2.5).

In the other chapters of this thesis, a different approach is pursued, following ideas in [33]. Here $G$-invariance is part of the definition of a code. A code in this new sense is a submodule of $\mathbb{F}^{N}$ for the group algebra $\mathbb{F} G$, where $G$ acts as coordinate permutations. This opens up the possibility to apply representation theoretic methods to find criteria for the existence of a self-dual $G$-invariant code (see for instance [42]). Moreover, the theory of Witt groups can be applied in this context. The Witt group of the group algebra $\mathbb{F} G$ contains equivalence classes of $\mathbb{F} G$-modules $V$ which are endowed with a non-degenerate $G$-invariant form, with the orthogonal sum as composition (see Chapter 4). By definition $\mathbb{F}^{N}$ contains a self-dual $G$-invariant code if and only if it is Witt equivalent with the zero module. In some cases, for instance in characteristic 2 , the theory of Witt groups is rich enough to characterize the situation where a self-dual $G$-invariant code exists, only by the composition factors of the $\mathbb{F} G$-module $\mathbb{F}^{N}$ (cf. Corollary 4.1.28). Using in addition the methods from Chapter 3, a characterization of the existence of a self-dual $G$-invariant Type II code is proven (cf. Theorem 4.2.19, Theorem 3.2.7), generalizing the result of Martinez-Peréz and Willems cited above.

A general concept where a code is by definition a module for some ring $R$
is developed in [33]. There a general notion of the Type of a code is introduced. The Type allows to specify important properties of codes, taking as the alphabet a left $R$-module $V$, on which there exist biadditive forms to define duality and, where required, quadratic forms which specify additional properties of the code, such as being doubly-even in the case of binary codes. The codes of a Type $T$ and length $N$ form a family of codes, which are self-orthogonal with respect to some non-degenerate biadditive form and isotropic with respect to the abovementioned quadratic forms. In Chapter 2 it is shown that the $G$-invariant linear codes in $V=\mathbb{F}^{N}$ have a Type with $R=\mathbb{F} G$ and $V=\mathbb{F}^{N}$.

For every Type $T$ of codes there exists a neighbor graph, whose vertices are the self-dual Type $T$ codes and where two vertices $C, D$ are adjacent if and only if $C \cap D$ is a maximal $R$-submodule of $C$ (cf. Section 2.3). The graph $\Gamma_{T}$ is connected whenever $R$ and $V$ are finite, and thus in particular the neighbor graph $\Gamma_{G}$ for the Type of $G$-invariant codes is always connected. This provides an algorithm to find all self-dual $G$-invariant codes, by starting with one such code and successively computing neighbors in the graph. Moerover, the normalizer $\mathfrak{N}=N_{S_{N}}(G)$ acts on $\Gamma_{G}$ as graph automorphisms. Hence there exists a system of representatives of the $\mathfrak{N}$-orbits of vertices which forms a connected subgraph of $\Gamma_{G}$. This allows to compute only $\mathfrak{N}$-orbit representatives, instead of computing the whole set of all $G$-invariant self-dual codes. Similar results hold for every finite Type of codes.

If the characteristic of $\mathbb{F}$ does not divide the order of $G$ then the total number $M$ of $G$-invariant self-dual codes can easily be determined a priori, basically from the composition factors of the $\mathbb{F} G$-module $V=\mathbb{F}^{N}$. The number of cyclic self-dual codes whose length is coprime to the characteristic of $\mathbb{F}$ is already given in [18]. In this situation $V$ is the regular module over the semisimple group algebra $\mathbb{F} C_{N} \cong \mathbb{F}[x] /\left(x^{N}-1\right)$, and the number of self-dual codes is determined via a factorization of $x^{N}-1$, which plainly describes the composition factors of $V$. In Chapter 6, formulae are given for the number of self-dual codes over a general finite semisimple associative algebra $A$. These results are proven via a Morita equivalence $\mathcal{F}$ between the categories of modules for $A$ and for its center $Z(A)$, respectively, where all the modules carry a certain non-degenerate biadditive form to define the orthogonal of a submodule. The Morita equivalence $\mathcal{F}$ is orthogonality-preserving, which means that an $A$-module $V$ contains the same number of self-dual codes as the $Z(A)$-module $\mathcal{F}(V)$. Since $A$ is semisimple, $Z(A)$ is a ringdirect sum of fields. At this point the problem of determining $M$ is settled, since the number of self-dual codes over such a ring can be computed with methods of linear algebra and is well-known (cf. [41], for instance). In the situation where $A=\mathbb{F} G$ is a semisimple group algebra, the orbit lengths under $\mathfrak{N}$ and the total number of self-dual $G$-invariant codes are related via an obvious mass formula, which can be used to prove completeness in a classification of $\mathfrak{N}$-orbit representatives of self-dual $G$-invariant codes.

In the Type context the alphabet of a code is no longer understood as the set $\mathbb{F}$, but as the set $V$, and it is in this sense that Chapter 5 asks for the minimum length $t$ for which there exists a self-dual $G$-invariant code. This comprises the question whether there exists a self-dual $G$-invariant code in $\mathbb{F}^{N}$, which in this sense has
length 1 . The number $t$ is thus the order of the equivalence class of $(V, \beta)$ in the Witt group of $\mathbb{F} G$. It is shown that $t$ equals the order of the scalar subgroup of the Clifford-Weil group $\mathcal{C}\left(T_{G}\right)$, a complex matrix group associated with the Type $T_{G}$ of $G$-invariant codes (cf. [33]). A computation of $\mathcal{C}\left(T_{G}\right)$ is possible as soon as the action of the unit group of $R$ on $V$ and the values of the biadditive and quadratic forms associated with $T_{G}$ are known. Hence $t$ can be a priori be read off from this information (see Section 5.6 for some examples).

In the accomplishment of this thesis I received a huge amount of support from many people in my work environment, and I would like to take the opportunity to thank them for their efforts. First of all, I wish to express my deep gratitude to my advisor Professor Dr. Gabriele Nebe for her thoughtful guidance and organization, which made this thesis possible in the first place. For numerous and fruitful discussions during a stay at the Otto-von-Guericke University Magdeburg I would like to thank my co-advisor, Professor Dr. Wolfgang Willems. During the conference "New challenges in digital communication", held in Vlora in May 2008, the idea for Chapter 6 grew out in a discussion with Professor Dr. Cary Huffman, whom I hereby thank for this incentive. Moreover, I would like to deeply thank my colleagues for the good office atmosphere and for helpful tips and discussions, especially Dr. Markus Kirschmer, Dr. Matthias Künzer, Kristina Schindelar, Elisabeth Nossek, Georg Deifuß and Moritz Schröer.

During the whole developing process of this thesis I was financially supported by the RWTH Aachen University, and I wish to thank the university for this grant.

## Chapter 2

## The Type of a code

Classically, a linear code is a subspace of $\mathbb{F}^{N}$, where $\mathbb{F}$ is a finite field. Given a non-degenerate bilinear or Hermitian form $\beta: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}$, the dual of a code $C$ is

$$
C^{\perp}=\left\{v \in \mathbb{F}^{N} \mid \beta(v, c)=0 \text { for all } c \in C\right\} .
$$

If $C=C^{\perp}$ then $C$ is called self-dual. Based on a result of Gleason and Pierce on the divisibility of the Hamming weight

$$
\operatorname{wt}\left(\left(c_{1}, \ldots, c_{N}\right)\right):=\left|\left\{i \in\{1, \ldots, N\} \mid c_{i} \neq 0\right\}\right|
$$

of the words of a self-dual code (cf. [39]), one classically distinguishes four Types of linear codes, known as Type I, II, III and IV, respectively. For instance, the selfdual Type II codes are those binary self-dual codes in which the weight of every codeword is a multiple of 4, and the self-dual Type III codes are the self-dual subspaces of $\mathbb{F}_{3}^{N}$, whose weights are all automatically multiples of 3 .

The most interesting of the classical codes over finite fields have some additional structure apart from being vector spaces. For instance, the cyclic codes of length $N$ are the submodules of the $\mathbb{F} C_{N}$-module $\mathbb{F}^{N}$, where $C_{N}$ is the cyclic group of order $N$, which acts on $\mathbb{F}^{N}$ by a cyclic permutation of the coordinates. These codes also form a Type, in a more general sense. A unifying language to describe the Type of a code is developed in the book "Self-dual codes and invariant theory" ([33]). Here a Type of codes consists of modules over a ring $R$, for which orthogonality is defined via biadditive forms, and additional properties may be modeled via quadratic forms. The basic concepts are given in Section 2.1.

The unified setting in which the Type of a code is defined allows for instance a uniform approach to prove Theorems like Gleason's famous 1970 Theorem which states that the weight enumerator of a binary Type II code lies in the polynomial ring generated by the weight enumerators of the extended Hamming code of length 8 and the Golay code of length 24 . The approach to prove theorems like Gleason's is to compute the invariant ring of the Clifford-Weil group $\mathcal{C}(T)$ (cf. Section 5.1), a finite complex matrix group associated with a Type $T$, such that the weight enumerators of the self-dual Type $T$ codes all lie in the invariant ring of $\mathcal{C}(T)$. Moreover, this general setting allows to define the Type of codes with prescribed automorphisms, in Section 2.2.4 (cf. [14]).

In Section 2.3 a very efficient method is given to compute all self-dual codes of a given Type $T$. A notion of neighborhood of self-dual codes is introduced, following ideas of Kneser in [21], which have been applied to $\mathbb{Z} G$-lattices in [29]. The concept of neighborhood is applied to self-dual codes of arbitrary Type $T$ over a finite ground ring, such that the neighbors of a self-dual Type $T$ code can easily be computed. This leads to the notion of the neighbor graph, which has the self-dual Type $T$ codes as vertices, and where two vertices are adjacent if and only if they are neighbors. It is shown that the neighbor graph is connected and hence given a single self-dual Type $T$ code, it is possible to find all self-dual Type $T$ codes by successively computing neighbors (cf. [14]). In Section 2.3.1 it is shown that this method is also appropriate to compute only representatives for the equivalence classes of self-dual codes of a given Type, where the equivalence classes are the orbits of a certain finite group acting on the set of all self-dual Type $T$ code, inducing automorphisms of the neighbor graph. For the Type of classical linear codes over $\mathbb{F}$ of length $N$, this group is the symmetric group on $N$ points. Hence the neighbor method can be used, for instance, to compute all self-dual codes in $\mathbb{F}^{N}$ up to permutation equivalence, without computing all self-dual codes in $\mathbb{F}^{N}$ first.

### 2.1 Form rings and their representations

In the language of form rings and their representations, the alphabet over which a code is defined is a left module $V$ over a ring $R$. Throughout this work, $R$ is assumed to be a finite ring with 1 , and all $R$-modules $V$ are assumed to be finite and unitary, i.e. $1 \cdot v=v$ for all $v \in V$. A form ring (cf. Definition 2.1.4) is a quadruple basically consisting of algebraic objects which allow homomorphisms to the algebraic objects formed by the biadditive and quadratic forms on $V$ (cf. Examples 2.1.5 and 2.1.5).

Definition 2.1.1. A twisted $R$-module is a pair $(M, \tau)$ consisting of a right $\left(R \otimes_{\mathbb{Z}}\right.$ $R$ )-module $M$ together with a group automorphism $\tau$ of $M$ such that $\tau^{2}=\operatorname{id}_{M}$ and $\tau(m(r \otimes s))=\tau(m)(s \otimes r)$ for all $m \in M$ and $r, s \in R$. A homomorphism $\rho:$ $(M, \tau) \rightarrow\left(M^{\prime}, \tau^{\prime}\right)$ of twisted $R$-modules is an $(R \otimes R)$-module homomorphism satisfying $\rho(\tau(m))=\tau^{\prime}(\rho(m))$.

Definition 2.1.2. An $R$-qmodule is an abelian group $\Phi$ together with a map [ ]:R $\rightarrow$ $\operatorname{End}(\Phi)$ such that

$$
[1]=\operatorname{id}_{\Phi}, \quad[r s]=[r][s], \quad[r+s+t]+[r]+[s]+[t]=[r+s]+[r+t]+[s+t]
$$

for all $r, s, t \in R$. A homomorphism $\rho_{\Phi}: \Phi \rightarrow \Phi^{\prime}$ of $R$-qmodules is a group homomorphism with $\rho_{\Phi}(\phi[r])=\rho_{\Phi}(\phi)[r]$ for all $\phi \in \Phi$ and $r \in R$.

Definition 2.1.3. A quadratic pair over $R$ is a tuple $((M, \tau), \Phi)$, where $(M, \tau)$ is a twisted $R$-module and $\Phi$ is an $R$-qmodule, together with structure maps $\lambda: \Phi \rightarrow M$ and $\}: M \rightarrow \Phi$ with

$$
\{\tau(m)\}=\{m\}, \quad \tau(\lambda(\phi))=\lambda(\phi), \quad \lambda(\{m\})=m+\tau(m)
$$

and

$$
\phi[r+s]-\phi[r]-\phi[s]=\{\lambda(\phi)(r \otimes s)\} .
$$

Let $\left(\left(M^{\prime}, \tau^{\prime}\right), \Phi^{\prime}\right)$ be another $R$-qmodule with structure maps $\lambda^{\prime}$ and $\left\}^{\prime}\right.$. A homomorphism of quadratic pairs is a pair $\left(\rho_{M}, \rho_{\Phi}\right)$, where $\rho_{M}:(M, \tau) \rightarrow\left(M^{\prime}, \tau^{\prime}\right)$ is a homomorphism of twisted modules and $\rho_{\Phi}: \Phi \rightarrow \Phi^{\prime}$ is a homomorphism of $R$-qmodules such that

$$
\rho_{\Phi}(\{m\})=\left\{\rho_{M}(m)\right\}^{\prime} \quad \text { and } \quad \rho_{M}(\lambda(\phi))=\lambda^{\prime}\left(\rho_{\Phi}(\phi)\right) .
$$

for all $m \in M$ and $\phi \in \Phi$.
Definition 2.1.4. The quadruple $(R, M, \psi, \Phi)$ is called a form ring if $((M, \tau), \Phi)$ is a quadratic pair over $R$, and $\psi: R \rightarrow M$ is an isomorphism of right $R$-modules such that $\varepsilon:=\psi^{-1}(\tau(\psi(1))) \in R^{*}$, where $M$ is a right $R$-module via $m r:=m(1 \otimes r)$.

Remark 2.1.5. Let $V$ be a left $R$-module and $A$ an abelian group. Let $\operatorname{Bil}(V, A)$ be the set of all $\mathbb{Z}$-bilinear mappings $V \times V \rightarrow A$. Define an $(R \otimes R)$-module structure on $\operatorname{Bil}(V, A)$ via

$$
\beta(r \otimes s)(v, w)=\beta(r v, s w)
$$

for $r, s \in R$ and $v, w \in V$, and let

$$
\tau_{\mathrm{Bil}}: \operatorname{Bil}(V, A) \rightarrow \operatorname{Bil}(V, A), \quad \beta \mapsto((v, w) \mapsto \beta(w, v)) .
$$

Then $\left(\operatorname{Bil}(V, A), \tau_{\text {Bil }}\right)$ is a twisted $R$-module. An $A$-valued quadratic map on $V$ is a map $\phi: V \rightarrow A$ such that $\phi(n v)=n^{2} \phi(v)$ for all integers $n$ and all $v \in V$, and

$$
\phi(u+v+w)+\phi(u)+\phi(v)+\phi(w)=\phi(u+v)+\phi(v+w)+\phi(u+w)
$$

for all $u, v, w \in V$, or equivalently, such that

$$
\lambda_{\mathrm{Bil}}(\phi):=((v, w) \mapsto \phi(v+w)-\phi(v)-\phi(w)) \in \operatorname{Bil}(V, A) .
$$

By $\operatorname{Quad}(V, A)$ denote the set of all A-valued quadratic maps on $V$. Then $\operatorname{Quad}(V, A)$ is an $R$-qmodule via $\phi[r](v)=\phi(r v)$, for $r \in R$ and $v \in V$, and the pair $\left(\left(\operatorname{Bil}(V, A), \tau_{\operatorname{Bil}}\right), \operatorname{Quad}(V, A)\right)$ is a quadratic pair with the maps $\lambda_{\text {Bil }}$ and

$$
\left\}_{\operatorname{Bil}}: \operatorname{Bil}(V, A) \rightarrow \operatorname{Quad}(V, A), \beta \mapsto(v \mapsto \beta(v, v)) .\right.
$$

Definition 2.1.6. Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring. Let $V$ be a left $R$-module and let $A$ be an abelian group. The tuple $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta=\rho_{M}(\psi(1))\right)$ is called a representation of $\mathcal{R}$ if $\left(\rho_{M}, \rho_{\Phi}\right):((M, \tau), \Phi) \rightarrow\left(\left(\operatorname{Bil}(V, A), \tau_{\operatorname{Bil}}\right), \operatorname{Quad}(V, A)\right)$ is a homomorphism of quadratic pairs such that $\beta$ is non-degenerate, i.e.

$$
V \rightarrow \operatorname{Hom}_{\mathbb{Z}}(V, \mathbb{Q} / \mathbb{Z}), \quad v \mapsto(w \mapsto \beta(v, w))
$$

is an isomorphism. $T$ is called finite if $V$ is finite and $A=\mathbb{Q} / \mathbb{Z}$.
Every form ring structure defines an antiautomorphism of the underlying ring, as follows. For a proof that this is indeed an antiautomorphism we refer to [33, Lemma 1.4.5].

Remark 2.1.7. Every form ring structure $\mathcal{R}=(R, M, \psi, \Phi)$ on $R$ defines an antiautomorphism ${ }^{J}$ of $R$, by $r^{J}:=\psi^{-1}(\psi(1)(r \otimes 1))$. If $\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ is a representation of $\mathcal{R}$ then $\beta(r v, w)=\beta\left(v, r^{J} w\right)$ for all $r \in R$ and $v, w \in V$.

Example 2.1.8. (cf. [14]) Let $J$ be an involution of $R$, i.e. a ring antiautomorphism of order 1 or 2. That is, $(r s)^{J}=r^{J} s^{J}$ and $\left(r^{J}\right)^{J}=r$ for all $r, s \in R$. Let $V$ be a left $R$-module and let $\beta: V \times V \rightarrow \mathbb{Q} / \mathbb{Z}$ be a biadditive non-degenerate form with

$$
\beta(v, w)=\beta(w, \epsilon v) \quad \text { and } \quad \beta(r v, w)=\beta\left(v, r^{J} w\right)
$$

for all $v, w \in V$ and $r \in R$, where $\epsilon$ is a unit which lies in the center of $R$, with $\epsilon \epsilon^{J}=1$. To model the Type of submodules of $V$ which are self-orthogonal with respect to $\beta$, we define a form ring structure on $R$ (see also [33]), following a construction by Bak in [1]. Let $M=R$ and let $\tau: M \rightarrow M, m \mapsto \epsilon m^{J}$. Let

$$
\Lambda:=\{m-\tau(m) \mid m \in M\} .
$$

Then the tuple

$$
\mathcal{R}(R, J, \epsilon)=(R, \mathrm{id}, M=R, \Phi=M / \Lambda)
$$

is a form ring, where $M$ is an $R \otimes R$-module via $m(r \otimes s):=r^{J} m s, \Phi$ is an $R$-qmodule via $(m+\Lambda)[r]:=\left(r^{J} m r\right)+\Lambda$, and well-defined structure maps

$$
\{\quad\}: M \rightarrow \Phi, m \mapsto m+\Lambda, \lambda: \Phi \rightarrow M, m+\Lambda \mapsto m+\tau(m) .
$$

The associated involution of $R$ is the involution $J$. A representation of $\mathcal{R}(R, J, \epsilon)$ can be defined as follows. Let $T=T(V, \beta)=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ with

$$
\rho_{M}(m)(v, w)=\beta(v, m w) \quad \text { and } \quad \rho_{\Phi}(m+\Lambda)(v)=\beta(v, m v) .
$$

It is straightforward to show that $T$ is a representation of $\mathcal{R}$. Note that $\rho_{\Phi}$ is well-defined since $\beta(v, m v)=0$ whenever $m=m^{\prime}-\tau\left(m^{\prime}\right) \in \Lambda$ since

$$
\beta\left(v, \tau\left(m^{\prime}\right) v\right)=\beta\left(v, \epsilon m^{\prime J} v\right)=\beta\left(\epsilon m^{\prime J} v, \epsilon v\right)=\beta\left(v, m^{\prime} \epsilon^{J} \epsilon v\right)=\beta\left(v, m^{\prime} v\right)
$$

and hence $\beta(v, m v)=\beta\left(v, m^{\prime} v\right)-\beta\left(v, \tau\left(m^{\prime}\right) v\right)=0$.
Example 2.1.9. Let $J$ be an involution on $R$. Let $V$ be a left $R$-module and let $q: V \rightarrow$ $\mathbb{Q} / \mathbb{Z}$ be a quadratic map such that $\beta:=\lambda(q)$ is non-degenerate and satisfies $\beta(r v, w)=$ $\beta\left(v, r^{J} w\right)$ for all $v, w \in V$ and $r \in R$. We want to model the Type of all submodules of $V$ which are isotropic with respect to $q$. If 2 is a unit in $R$ then the construction in Example 2.1.8 with $\epsilon=1$ is appropriate, since $q=\frac{1}{2}\{\beta\}$ and hence any submodule $C$ which is self-orthogonal with respect to $\beta$ satisfies

$$
q(c)=\frac{1}{2}\{\beta\}=\frac{1}{2} \beta(c, c)=\beta\left(c, \frac{1}{2} c\right)=0
$$

for all $c \in C$, and every submodule of $V$ which is isotropic with respect to $q$ is selforthogonal with respect to $\lambda(q)$. If 2 is no unit in $R$ then assume that $\beta(v, r v)=0$ whenever $r+r^{J}=0$. Note that this condition is natural since whenever there exists a
self-dual isotropic code in $V$, there exists a quotient of $V$ which satisfies this condition and is appropriate to model the self-dual isotropic codes in V (cf. Remark 2.1.10). Define a form ring

$$
\mathcal{R}=\mathcal{R}(R, J)=(R, M=R, \text { id, } \Phi=\langle 1,\{M\}\rangle)
$$

with structure maps $\tau=J, \lambda=\mathrm{id}$ and $\{m\}=m+\tau(m)$. Then $T=T(V, q)=$ $\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ is a representation of $\mathcal{R}$, with $\rho_{M}(m)(v, w)=\beta(v, m w)$ and $\rho_{\Phi}$ defined on generators by

$$
\rho_{\Phi}(1)=q, \quad \rho_{\Phi}(\{m\})=\left\{\rho_{M}(m)\right\} .
$$

To see that the map $\rho_{\Phi}$ is well-defined, note that if $m \in \operatorname{ker}\left(\})\right.$ then $\rho_{M}(m)=0$ according to our assumption, and if $r^{J} r=m+\tau(m) \in\langle 1\rangle \cap\{M\}$ then

$$
\begin{aligned}
\left\{\rho_{M}(m)\right\}(v) & =\beta(v, m v)=\frac{1}{2}(\beta(v, m v)+\beta(v, m v))=\frac{1}{2}(\beta(v,(m+\tau(m)) v) \\
& =\frac{1}{2} \beta\left(v, r^{J} r v\right)=\frac{1}{2} \beta(r v, r v)=q(r v)=q[r](v)
\end{aligned}
$$

for all $v \in V$.
Remark 2.1.10. Let the $R$-module $V$ with the quadratic map $q: V \rightarrow \mathbb{Q} / \mathbb{Z}$ and the form ring $\mathcal{R}$ be as in Example 2.1.9. For $r \in R$ with $r+r^{J}=0$, the map

$$
\varphi_{r}: V \rightarrow \mathbb{Q} / \mathbb{Z}, \quad v \mapsto \beta(v, r v)
$$

is additive and hence due to the non-degeneracy of $\beta$, there exists an element $v_{r} \in V$ such that $\varphi_{r}(v)=\beta\left(v_{r}, v\right)$ for all $v \in V$. If $C$ is an isotropic code in $V$ then $\beta\left(v_{r}, c\right)=$ $\beta(c, r c)=0$ for all $c \in C$ and hence $v_{r} \in C^{\perp}$. Hence the $R$-module

$$
Y:=\left\langle v_{r} \mid r+r^{J}=0\right\rangle
$$

generated by the $v_{r}$ satisfies $Y \subseteq C^{\perp}$ for every isotropic code $C$. In particular if $C$ is self-dual then $Y \subseteq C \subseteq Y^{\perp}$ and hence $Y$ is isotropic. Hence if there exists a self-dual isotropic code in $V$ then the quadratic map

$$
q_{Y}: Y^{\perp} / Y \rightarrow \mathbb{Q} / \mathbb{Z}, \quad y^{\prime}+Y \mapsto q\left(y^{\prime}\right)
$$

is well-defined, with polar form $\beta_{Y}:\left(y^{\prime}+Y, y^{\prime \prime}+Y\right) \mapsto \beta\left(y^{\prime}, y^{\prime \prime}\right)$, and the self-dual isotropic subspaces of $Y^{\perp} / Y$ correspond to the self-dual isotropic subspaces of $V$. Moreover, if $r+r^{J}=0$ then

$$
\beta_{Y}\left(y^{\prime}+Y, r\left(y^{\prime}+Y\right)\right)=\beta\left(y^{\prime}, r\left(y^{\prime}+Y\right)\right)=\beta\left(y^{\prime}, r y^{\prime}\right)=\beta\left(v_{r}, y^{\prime}\right)=0
$$

for all $y^{\prime} \in Y^{\perp}$. Hence according to Example 2.1.9 the representation $T\left(Y^{\perp} / Y, \beta_{Y}\right)$ is well-defined and appropriate to model the Type of self-dual isotropic codes in $V$.

In Section 4.3 the following properties and constructions associated with form rings will be needed. For a proof of the following Lemma, the reader is referred to [33, Lemma 1.4.5, Remark 1.4.6].

Lemma 2.1.11. Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring with associated unit $\varepsilon$ and antiautomorphism $J$, and let $\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ be a representation of $\mathcal{R}$. Then
(i) $\varepsilon^{J} \varepsilon=1$,
(ii) $\psi(r)(s \otimes t)=\psi\left(s^{J} r t\right)$,
(iii) $\tau(\psi(r))=\psi\left(r^{J} \varepsilon\right)$,
(iv) $\varepsilon^{J} r^{J^{2}} \varepsilon=r$,
(v) $\beta(r v, w)=\beta\left(v, r^{J} w\right)$,
(vi) $\beta(v, w)=\beta(w, \varepsilon v)$,
(vii) $v_{e}^{J-1} v=v_{e}^{J^{-1}} w$ if and only if ev $=e w$
for all $r, s \in R, v, w \in V$ and symmetric idempotents $e=u_{e} v_{e} \in R$ (cf. Definition 5.1.1).

Definition 2.1.12. Let $\mathcal{R}_{i}=\left(R_{i}, M_{i}, \psi_{i}, \Phi_{i}\right)$ be form rings, for $i=1,2$. A form ring homomorphism is a triple $\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}\right)$, where $\alpha_{R}: R_{1} \rightarrow R_{2}$ is a ring homomorphism and $\left(\alpha_{M}, \alpha_{\Phi}\right):\left(M_{1}, \Phi_{1}\right) \rightarrow\left(M_{2}, \Phi_{2}\right)$ is a homomorphism of quadratic pairs such that

$$
\alpha_{\Phi}(\phi)\left[\alpha_{R}(r)\right]=\alpha_{\Phi}(\phi[r]), \quad \alpha_{M}(m)\left(\alpha_{R}(r) \otimes \alpha_{R}(s)\right)=\alpha_{M}(m(r \otimes s))
$$

and

$$
\psi_{2}\left(\alpha_{R}(r)\right)=\alpha_{M}\left(\psi_{1}(r)\right)
$$

for all $\phi \in \Phi_{1}, m \in M_{1}$ and $r, s \in R_{1}$. A form ring automorphism is a form ring homomorphism where the maps $\alpha_{R}, \alpha_{M}, \alpha_{\Phi}$ are bijective.

Definition 2.1.13. Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$, $T^{\prime}=\left(V^{\prime},\left(\rho_{M}\right)^{\prime},\left(\rho_{\Phi}\right)^{\prime}, \beta^{\prime}\right)$ be representations of the form ring $\mathcal{R}=(R, M, \psi, \Phi)$. A weak form isometry is a tuple $\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}, \alpha\right)$, where $\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}\right)$ is a form ring automorphism of $\mathcal{R}$ and $\alpha: V \rightarrow V^{\prime}$ is a bijective additive map such that

$$
\alpha(r v)=\alpha_{R}(r) \alpha(v), \quad \rho_{M^{\prime}}\left(\alpha_{M}(m)\right)(\alpha(v), \alpha(w))=\rho_{M}(m)(v, w)
$$

and

$$
\left(\rho_{\Phi}\right)^{\prime}\left(\alpha_{\Phi}(\phi)\right)(\alpha(v))=\rho_{\Phi}(\phi)(v)
$$

for all $r \in R, m \in M, \phi \in \Phi$ and $v, w \in V$. The map $\alpha$ is called a form isometry if (id, $\mathrm{id}, \mathrm{id}, \alpha$ ) is a weak form isometry.

Definition 2.1.14. Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring and let $u \in R^{*}$. Then the map $R \rightarrow M, r \mapsto \psi_{u}(r)=\psi(u r)$ is an isomorphism of right $R$-modules. The tuple $\mathcal{R}_{u}:=\left(R, M, \psi_{u}, \Phi\right)$ is again a form ring, called the rescaling of $\mathcal{R}$ with $u$.

Remark 2.1.15. The involution ${ }^{J_{u}}$ associated with the rescaled form ring $\mathcal{R}_{u}$ is given by $r^{J_{u}}=u^{-1} r^{J} u$, and the associated unit is $\varepsilon_{u}=u^{-1} u^{J} \varepsilon$.

Proof. The proof is an easy calculation:

$$
\begin{aligned}
r^{J_{u}} & =\psi_{u}^{-1}\left(\psi_{u}(1)(r \otimes 1)\right)=\psi_{u}^{-1}(\psi(u)(r \otimes 1))=\psi_{u}^{-1}\left(\psi\left(r^{J} u\right)\right)=\psi_{u}^{-1}\left(\psi_{u}\left(u^{-1} r^{J} u\right)\right) \\
& =u^{-1} r^{J} u
\end{aligned}
$$

and the unit $\varepsilon_{u}$ is

$$
\begin{aligned}
\varepsilon_{u} & =\psi_{u}^{-1}\left(\tau\left(\psi_{u}(1)\right)\right)=\psi_{u}^{-1}(\tau(\psi(u)))=\psi_{u}^{-1}(\tau(\psi(1)(1 \otimes u)))=\psi_{u}^{-1}(\tau(\psi(1))(u \otimes 1)) \\
& =\psi_{u}^{-1}(\psi(\varepsilon)(u \otimes 1))=\psi_{u}^{-1}\left(\psi\left(u^{J} \varepsilon\right)\right)=\psi_{u}^{-1}\left(\psi_{u}\left(u^{-1} u^{J} \varepsilon\right)\right) \\
& =u^{-1} u^{J} \varepsilon .
\end{aligned}
$$

In order to define the Type of a code we define the multiple of a representation, via orthogonal sums.

Definition 2.1.16. Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ and $T^{\prime}=\left(V^{\prime},\left(\rho_{M}\right)^{\prime},\left(\rho_{\Phi}\right)^{\prime}, \beta^{\prime}\right)$ be representations of the form ring $\mathcal{R}=(R, M, \psi, \Phi)$. Then the orthogonal sum

$$
T \perp T^{\prime}=\left(V \perp V^{\prime}, \rho_{M} \perp\left(\rho_{M}\right)^{\prime}, \rho_{\Phi} \perp\left(\rho_{\Phi}\right)^{\prime}, \beta \perp \beta^{\prime}\right)
$$

is again a representation of $\mathcal{R}$, where

$$
\begin{gathered}
\rho_{M} \perp\left(\rho_{M}\right)^{\prime}(m)=\left(\left(\left(v, v^{\prime}\right),\left(w, w^{\prime}\right)\right) \mapsto \beta(v, w)+\beta\left(v^{\prime}, w^{\prime}\right)\right) \text { and } \\
\rho_{\Phi} \perp\left(\rho_{\Phi}\right)^{\prime}(\phi)=\left(\left(v, v^{\prime}\right) \mapsto \rho_{\Phi}(\phi)(v)+\left(\rho_{\Phi}\right)^{\prime}(\phi)\left(v^{\prime}\right)\right) \text {. }
\end{gathered}
$$

For a positive integer $N$, the $N$-multiple of $T$ is the representation $T^{N}=\perp_{i=1}^{N} T$.
Definition 2.1.17. Given a representation $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ of some form ring, a submodule $C$ of $V^{N}$ is called isotropic, or a Type $T$ code if

$$
\rho_{M}^{N}(m)\left(c, c^{\prime}\right)=0 \text { and } \rho_{\Phi}^{N}(\phi)(c)=0
$$

for all $m \in M, \phi \in \Phi$ and $c, c^{\prime} \in C$. Note that the first condition is fulfilled if and only if always $\beta\left(c, c^{\prime}\right)=0$. The integer $N$ is called the length of $C$.

### 2.2 Examples of important Types

This section gives some examples of how to model the properties of codes in the language of form rings and their representations.

### 2.2.1 Linear self-dual codes over finite fields

These are codes in the classical sense, i.e. subspaces of $\mathbb{F}^{N}$, where $\mathbb{F}$ is a finite field. The dual of a code is defined with respect to the standard scalar product on
$\mathbb{F}^{N}$. The Type of these codes is given by the representation $T_{q}^{E}:=\left(\mathbb{F}, \rho_{M}, \rho_{\Phi}, \beta\right)$ of the form $\operatorname{ring} \mathcal{R}_{q}^{E}:=(\mathbb{F}, \mathbb{F}, \mathrm{id},\{\mathbb{F}\})$, where $q$ is the size of $\mathbb{F}$ and

$$
\rho_{M}(m)(v, w)=\frac{1}{p} \operatorname{Tr}(m v w) \in \mathbb{Q} / \mathbb{Z}
$$

for all $m \in M=\mathbb{F}$ and $v, w \in V=\mathbb{F}$. Here $\operatorname{Tr}$ denotes the trace of $\mathbb{F}$ to its prime field $\mathbb{F}_{p}$ with $p$ elements, and is understood as a map into $\mathbb{Z}$ in the definition of $\rho_{M}$. This determines the map $\rho_{\Phi}$, since $\left\}\right.$ is surjective and $\rho_{\Phi}(\{m\})=$ $\left\{\rho_{M}(m)\right\}_{\text {Bil }}$. Hence a Type $T_{q}^{E}$ code is just a subspace $C \leq \mathbb{F}^{N}$ with $\rho_{M}(m)\left(c, c^{\prime}\right)=$ 0 for all $c, c^{\prime} \in C$, i.e. the $\mathbb{F}$-qmodule $\Phi$ does not encode any additional properties of $C$. One easily verifies that indeed, the self-dual Type $T_{q}^{E}$ codes are exactly the self-dual linear codes in $\mathbb{F}^{N}$.

### 2.2.2 Binary Type II codes

A binary code $C \leq \mathbb{F}_{2}^{N}$ is said to be Type II, or doubly-even, if the weight

$$
\operatorname{wt}\left(\left(c_{1}, \ldots, c_{N}\right)\right):=\left|\left\{i \in\{1, \ldots, n\} \mid c_{i} \neq 0\right\}\right|
$$

of every word of $C$ is a multiple of 4 . By a well-known result of Gleason, self-dual binary Type II codes exist if and only if $N$ is a multiple of 8 . These are Type $2_{I}^{E}$ codes (cf. Section 2.2.1) with the additional property of being doubly-even. This property can be modeled via a bigger $\mathbb{F}_{2}$-qmodule $\Phi$. Type II codes are given by the representation $2_{\mathrm{II}}^{E}=\left(\mathbb{F}_{2}, \rho_{M}, \rho_{\Phi}, \beta\right)$ of the form ring

$$
\mathcal{R}_{\mathrm{II}}=\left(\mathbb{F}_{2}, \mathbb{F}_{2}, \mathrm{id}, \Phi=\mathbb{Z} / 4 \mathbb{Z}\right)
$$

where $\rho_{M}(1)(v, w)=\frac{1}{2} v w \in \mathbb{Q} / \mathbb{Z}$ and $\rho_{\Phi}(1)(v)=\frac{1}{4} v^{2} \in \mathbb{Q} / \mathbb{Z}$ for all $m \in M=\mathbb{F}_{2}$ and $v, w \in V=\mathbb{F}_{2}$. Alternatively, changing the underlying vector space, the self-dual Type $2_{\text {II }}^{E}$ codes can be described by a certain quadratic map $q$, hence via representations of a form ring $\mathcal{R}=\mathcal{R}(\mathbb{F}, \mathrm{id})=\left(\mathbb{F}_{2}, \mathbb{F}_{2}, \mathrm{id}, \mathbb{F}_{2}\right)$. This is done explicitly in Section 2.2.3.

### 2.2.3 Generalized doubly-even codes

Let $\mathbb{F}$ be a finite field of characterstic 2 . There is a notion of generalized doubly-even linear codes over $\mathbb{F}$, introduced by Quebbemann (cf. [35]) as follows.

Definition 2.2.1. A linear code $C \leq \mathbb{F}^{N}$ is called generalized doubly-even, or Type II, if

$$
\sum_{i \in\{1, \ldots, N\}} c_{i}=\sum_{i<j} c_{i} c_{j}=0
$$

for all $\left(c_{1}, \ldots, c_{N}\right) \in C$.

Note that if $\mathbb{F}=\mathbb{F}_{2}$ then $\sum_{i=1}^{N} c_{i}=\operatorname{wt}(c)$ and $\sum_{i<j} c_{i} c_{j}=\binom{\operatorname{wt}(c)}{2}(\bmod 2)$, hence the above coincides with the classical notion of binary doubly-even codes in the previous section. Moreover, there is an interesting connection between doubly-even codes over $\mathbb{F}_{2^{f}}$ and binary doubly-even codes: Let $\left(t_{1}, \ldots, t_{f}\right)$ be a Trace-orthogonal basis of the vector space $\mathbb{F}_{2^{f}}$ over $\mathbb{F}_{2}$, i.e. $\operatorname{Trace}\left(t_{i} t_{j}\right)=\delta_{i j}$, where Trace : $\mathbb{F} \rightarrow \mathbb{F}_{2}$ is the usual trace. The Gray map

$$
\mathcal{G}: \mathbb{F}_{2^{f}} \rightarrow \mathbb{F}_{2}^{f}, \sum_{i=1}^{f} \alpha_{i} t_{i} \mapsto\left(\alpha_{1}, \ldots, \alpha_{f}\right)
$$

is an isomorphism of vector spaces over $\mathbb{F}_{2}$, which associates to a code $C \leq \mathbb{F}_{2^{f}}^{N}$ a binary code

$$
\mathcal{G}(C):=\left\{\left(\mathcal{G}\left(c_{1}\right), \ldots, \mathcal{G}\left(c_{N}\right)\right) \mid\left(c_{1}, \ldots, c_{N}\right) \in C\right\} \leq \mathbb{F}_{2}^{f N}
$$

called the Gray image of $C$. It has been shown in [32] that a code $C \leq \mathbb{F}^{N}$ is generalized doubly-even if and only if $\mathcal{G}(C)$ is doubly-even.
Remark 2.2.2. Assume that there exists a self-dual generalized doubly-even code in $\mathbb{F}^{N}$. Then $N$ is even since every self-dual code $C \leq \mathbb{F}^{N}$ satisfies $2 \operatorname{dim}(C)=N$. Moreover, $C$ contains the all-ones vector $\mathbf{1}=(1, \ldots, 1)$. Hence $C /\langle\mathbf{1}\rangle$ is a subspace of $V:=\langle\mathbf{1}\rangle^{\perp} /\langle\mathbf{1}\rangle$. The space $\langle\mathbf{1}\rangle^{\perp}$ is given by

$$
\left\{v \in \mathbb{F}^{N} \mid \operatorname{wt}\left(\mathcal{G}\left(t_{i} v\right)\right) \text { is even for all } i \in\{1, \ldots, f\}\right\},
$$

since $\operatorname{Trace}\left(\sum_{i=1}^{N} v_{i}\right)=\operatorname{wt}(\mathcal{G}(v))$ for all $v=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{F}^{N}$. Hence we can define a map

$$
q: V \rightarrow \mathbb{F}, \quad v+\langle\mathbf{1}\rangle \mapsto \sum_{i=1}^{f} \frac{\mathrm{wt}\left(\mathcal{G}\left(t_{i} v\right)\right)}{2} t_{i}^{2}
$$

where the coefficients $\frac{\mathrm{wt}\left(\mathcal{G}\left(t_{i} v\right)\right)}{2}$ are in $\mathbb{Z} / 2 \mathbb{Z} \cong \mathbb{F}_{2}$. It has been shown in [30] that $q$ is a well-defined quadratic form whose associated bilinear form $\lambda(q)$ is the standard scalar product $(u+\langle\mathbf{1}\rangle, v+\langle\mathbf{1}\rangle) \mapsto \sum_{i=1}^{N} u_{i} v_{i}$.
Proposition 2.2.3. (see [30, Prop. 3.3].) A self-dual code $C \leq \mathbb{F}^{N}$ is generalized doublyeven if and only if $C /\langle\mathbf{1}\rangle$ is an isotropic subspace of $V$ with respect to $q$, i.e. $q(c)=0$ for all $c \in C$.

The self-dual generalized doubly-even codes are thus in correspondence with the isotropic subspaces of $V$ with respect to the quadratic map $q$. Since the polar form $\lambda(q)$ satisfies

$$
\lambda(q)(v+\mathbf{1}, r(v+\mathbf{1}))=r \sum_{i=1}^{N} v_{i}^{2}=r\left(\sum_{i=1}^{N} v_{i}\right)^{2}=0
$$

for all $r \in \mathbb{F}$ and $v \in\langle\mathbf{1}\rangle^{\perp}$, the self-dual generalized doubly-even codes in $\mathbb{F}^{N}$ can be modeled through the representation $T=T(V, q)$ of the form ring

$$
\mathcal{R}=\mathcal{R}(\mathbb{F}, \mathrm{id})=(\mathbb{F}, M=\mathbb{F}, \mathrm{id}, \Phi=\langle 1\rangle=\mathbb{F})
$$

given in Example 2.1.9.

### 2.2.4 Codes with prescribed automorphisms

This section gives an appropriate representation to model self-dual linear codes $C \leq \mathbb{F}^{N}$, where $\mathbb{F}$ is a finite field, with prescribed automorphisms. The automorphism group of $C$ is

$$
\operatorname{Aut}(C)=\left\{\pi \in S_{N} \mid \pi(C)=C\right\}
$$

where the symmetric group $S_{N}$ acts on $\mathbb{F}^{N}$ by permuting the coordinates. For a subgroup $G \leq S_{N}$, a code $C \leq \mathbb{F}^{N}$ has $G \leq \operatorname{Aut}(C)$ if and only if it is a $G$ submodule of $V=\mathbb{F}^{N}$, i.e. the $G$-invariant codes are modules over the group algebra $\mathbb{F} G$. The group algebra $\mathbb{F} G$ carries a natural $\mathbb{F}$-linear involution $J$ given by $g^{J}=g^{-1}$, for $g \in G$. Since $G \leq S_{N}$, the standard scalar product

$$
\beta: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(\left(v_{1}, \ldots, v_{N}\right),\left(w_{1}, \ldots, w_{N}\right)\right) \mapsto \sum_{i=1}^{N} v_{i} w_{i}
$$

is $G$-invariant, i.e. $\beta(v, w)=\beta(v g, w g)$ for all $v, w \in \mathbb{F}^{N}$ and $g \in G$, and hence $\beta(a v, w)=\beta\left(v, a^{J} w\right)$ for all $a \in \mathbb{F} G$. According to Example 2.1.8 this defines a form ring

$$
\mathcal{R}(\mathbb{F} G, J, 1)=\left(\mathbb{F} G, M=\mathbb{F} G, \operatorname{id}, \Phi=M / \Lambda=M /\left\{a-a^{J} \mid a \in \mathbb{F} G\right\}\right) .
$$

with a representation $T_{V, \beta}=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$, where

$$
\rho_{M}(m)(v, w)=\beta(v, m w) \quad \text { and } \quad \rho_{\Phi}(m+\Lambda)(v)=\beta(v, m v),
$$

cf. Example 2.1.8.

### 2.2.5 Doubly-even codes with prescribed automorphisms

Let $\mathbb{F}$ be a finite field of characteristic 2 and let $G \leq S_{N}$ be a permutation group. We want to model the Type of self-dual $G$-invariant codes in $\mathbb{F}^{N}$ with the additional property of being generalized doubly-even (cf. Section 2.2.3), provided that such a code exists. These codes correspond to the self-dual isotropic submodules of a certain quadratic space, as follows. Every self-dual code over $\mathbb{F}$ contains the all-ones vector 1 . Moreover, for an involution $\iota \in G$ let $v^{\iota} \in \mathbb{F}^{N}$ be the vector with $v_{i}^{\iota}=1$ if $\iota(i)=i$, and $v_{i}^{\iota}=0$ otherwise. If $C$ is a $G$-invariant self-dual code in $\mathbb{F}^{N}$ then $0=\beta(c, \iota c)=\beta\left(c, v^{\iota}\right)^{2}$ for every $c \in C$, and hence $v^{\iota} \in C^{\perp}=C$. Hence the subspace

$$
\left.Y:=\left\langle\mathbf{1}, v^{\iota}\right| \iota \in G \text { is an involution }\right\rangle
$$

satisfies $Y \subseteq C \subseteq Y^{\perp}$ (cf. [5]). In particular if $C$ is generalized doubly-even then $Y$ is isotropic with respect to the quadratic form given in Remark 2.2.2. This yields

Corollary 2.2.4. If $C \leq \mathbb{F}^{N}$ is a self-dual generalized doubly-even code and $\pi \in \operatorname{Aut}(C)$ is an involution then $\operatorname{sign}(\pi)=1$.

It will be shown in Theorem 3.2.4 that even the automorphism group of a selfdual generalized doubly-eben code is always contained in the alternating group.

The code $Y$ is $G$-invariant since $g v^{\iota}=v^{g \iota g^{-1}}$ for all involutions $\iota$ and all $g \in G$. Hence

Remark 2.2.5. Assume that there exists a generalized doubly-even code in $\mathbb{F}^{N}$. Then the space $Y^{\perp} / Y$ carries a well-defined quadratic form

$$
q: v+Y \mapsto \sum_{i=1}^{f} \frac{\mathrm{wt}\left(\mathcal{G}\left(t_{i} v\right)\right)}{2} t_{i}^{2}
$$

where $\left(t_{1}, \ldots, t_{f}\right)$ is a Trace-orthogonal $\mathbb{F}_{2}$-basis of $\mathbb{F}$, and $\mathcal{G}$ is the Gray map (see Section 2.2.3). The polar form $\lambda(q)(v+Y, w+Y)=\beta(v, w)$, and the doubly-even self-dual $G$-invariant codes in $\mathbb{F}^{N}$ are in correspondence with the $G$-invariant isotropic self-dual subspaces of $Y^{\perp} / Y$.

The Type of doubly-even self-dual codes in $\mathbb{F}^{N}$ can now be modeled as a representation of the form ring

$$
\mathcal{R}=\mathcal{R}(\mathbb{F} G, J)=(R=\mathbb{F} G, M=R, \operatorname{id}, \Phi=\langle 1, \operatorname{Im}(\{\quad\})\rangle)
$$

introduced in Example 2.1.9. It follows already from Remark 2.1.10 that whenever there exists a self-dual doubly-even $G$-invariant code in $\mathbb{F}^{N}$ then there exists a representation of $\mathcal{R}$ which models these codes. Here this representation is $T\left(Y^{\perp} / Y, q\right)$, according to Example 2.1.9, since

Remark 2.2.6. For every $v \in Y^{\perp}$ and $r=r^{J} \in R$,

$$
\lambda(q)(v+Y, r(v+Y))=\beta(v, r v)=0
$$

Proof. The element $r=r^{J}$ if and only if $r$ lies in the kernel of $\}$, which is generated as an $R$-qmodule by the elements $g+g^{-1}$, for $g \in G$, and the involutions of $G$, and it suffices to proof the claim for these generators. For the first kind of generators one calculates that

$$
\beta\left(v,\left(g+g^{-1}\right) v\right)=\beta(v, g v)+\beta\left(v, g^{-1} v\right)=\beta(v, g v)+\beta(v, g v)=0
$$

For the second kind of generators, note that for all $v \in \mathbb{F}^{N}$

$$
\beta(v, \iota v)=\sum_{i=1}^{N} v_{i} v_{\iota(i)}=\sum_{i=\iota(i)} v_{i}^{2}+\sum_{\{i, \iota(i)\}, i \neq \iota(i)} v_{i} v_{\iota(i)}+v_{\iota(i)} v_{i}=\sum_{i=\iota(i)} v_{i}^{2} .
$$

Clearly the latter is zero whenever $v \in Y^{\perp}$, which shows the assertion.

### 2.3 The graph $\Gamma_{T}$ of self-dual Type $T$ codes

Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ be a representation of the form ring $\mathcal{R}$ and let

$$
\mathfrak{C}(T):=\{C \leq V \mid C \text { is a self-dual Type } T \text { code }\} .
$$

This section introduces a graph $\Gamma_{T}$ with vertex set $\mathfrak{C}(T)$ and describes a method to find all neighbors in $\Gamma_{T}$ of a code $C \in \mathfrak{C}(T)$. It is shown that the graph $\Gamma_{T}$ is connected and hence, starting with one self-dual Type $T$ code, one can successively compute neighbors to determine $\mathfrak{C}(T)$ completely.

Definition 2.3.1. The length $l(W)$ of a submodule $W$ of $V$ is the length of a composition series of $W$. It is well-defined by the Jordan-Hölder Theorem.
Remark 2.3.2. Let $C, D \in \mathfrak{C}(T)$. Then $l(C)=l(D)$.
Proof. The map ${ }^{\perp}: M \mapsto M^{\perp}$ is an antiautomorphism of the submodule lattice of $V$. Hence if

$$
\{0\}=M_{0} \leq M_{1} \leq \ldots \leq M_{k}=C
$$

is a composition series of $C$ then

$$
C=M_{k}^{\perp} \leq \ldots \leq M_{1}^{\perp} \leq M_{0}^{\perp}=V
$$

is a composition series of $V / C$. In particular $l(V)$ is even whenever $\mathfrak{C}(T)$ is nonempty, and $l(C)=\frac{l(V)}{2}$ does not depend on $C \in \mathfrak{C}(T)$.

Definition 2.3.3. The distance between two vertices $C, D \in \mathfrak{C}(T)$ is $d(C, D)=$ $l(C / C \cap D)$. The codes $C, D$ are called neighbors if $d(C, D)=1$.

Remark 2.3.4. The map $d$ is symmetric and satisfies the triangle inequality, i.e.

$$
d(C, D)=d(D, C) \quad \text { and } \quad d(C, D) \leq d(C, E)+d(E, D)
$$

for all $C, D, E \in \mathfrak{C}(T)$.
Proof. For the symmetry of $d$, note that

$$
l(C)=d(C, D)+l(C \cap D) \quad \text { and } \quad l(D)=d(D, C)+l(C \cap D)
$$

Since $l(C)=l(D)$ by Remark 2.3.2, this yields $d(C, D)=d(D, C)$. For the triangle inequality, note that

$$
d(C, D)=l(C / C \cap D) \leq l(C / C \cap D \cap E)=d(D, E)+l(E \cap D / C \cap E \cap D)
$$

hence it suffices to show that $l(D \cap E / C \cap D \cap E) \leq d(C, E)=l(E / C \cap E)$. This follows from the elementary observation that for any two submodules $N \leq M \leq$ $V$, a proper inclusion chain $N \cap D \leq X \leq M \cap D$ yields a proper inclusion chain $N \leq X+N \leq M$.

Definition 2.3.5. The neighbor graph $\Gamma_{T}$ has vertex set $\mathfrak{C}(T)$, and two vertices $C, D$ are adjacent if and only if they are neighbors.

Theorem 2.3.6. The graph $\Gamma_{T}$ is connected, and the distance of two vertices $C, D$ equals $d(C, D)$.

Proof. Let $C, D \in \mathfrak{C}(T)$ be two vertices of $\Gamma_{T}$. Induction on $k:=d(C, D)$ shows that the minimum number $\delta(C, D)$ of edges of a path in $\Gamma_{T}$ connecting $C$ and $D$ equals $d(C, D)$. Clearly $k=0$ if and only if $D=C$. If $k=1$ then $C, D$ are adjacent in $\Gamma_{T}$, by definition. Hence the claim follows for $k=0$ and $k=1$. Assume that $d(C, D) \geq 2$. Then there exists a code $C_{1} \in \mathfrak{C}(T)$ with

$$
d\left(C, C_{1}\right)=1 \quad \text { and } \quad d\left(C_{1}, D\right)=d(C, D)-1
$$

which is constructed as follows. Since $d(C, D) \geq 2$ there exists a submodule $C \cap D \leq X \leq D$ such that $S:=X /(C \cap D)$ is simple. Let $C_{1}:=(C+X)^{\perp}+X$, then

$$
C_{1}^{\perp}=(C+X) \cap X^{\perp}=C \cap X^{\perp}+X=(C+X)^{\perp}+X=C_{1}
$$

since $X \leq X^{\perp}$. It follows that $C_{1}$ is Type $T$, since $X$ and $(C+X)^{\perp}$ are Type $T$. Since the map

$$
C+X \rightarrow X /(C \cap D), \quad c+x \mapsto x+C \cap D
$$

is a well-defined group epimorphism with kernel $C$, the module $(C+X) / C \cong S$ and hence $C /(C+X)^{\perp}$ is simple. The situation is illustrated by the diagram below.


In particular $d\left(C, C_{1}\right)=1$ since $C \cap C_{1}=(C+X)^{\perp}$, and $d\left(C_{1}, D\right)=d(C, D)-1$ since $C_{1} \cap D=X$. Hence by induction

$$
\delta(C, D) \leq \delta\left(C, C_{1}\right)+\delta\left(C_{1}, D\right)=d\left(C, C_{1}\right)+d\left(C_{1}, D\right)=d(C, D)
$$

It remains to show that $d(C, D) \leq \delta(C, D)$. Let $\left(C=C_{0}, C_{1}, \ldots, C_{t}=D\right)$ be the vertices of a shortest path in $\Gamma_{T}$ connecting $C$ and $D$. This yields a submodule chain

$$
C \geq C \cap C_{1} \geq \ldots \geq C \cap C_{k-1} \geq C \cap D
$$

The factors

$$
C \cap C_{i} / C \cap C_{i-1}=C \cap C_{i} / C \cap C_{i} \cap C_{i+1}
$$

are zero or simple, since $C_{i} / C_{i} \cap C_{i+1}$ is simple, as observed in the proof of Remark 2.3.4. Hence $d(C, D) \leq \delta(C, D)$.

### 2.3.1 Equivalence of codes and automorphisms of $\Gamma_{T}$

This section defines a finite group WAut $(T)$ which acts on the set $\mathfrak{C}(T)$ of all selfdual Type $T$ codes, such that the neighbor search given in the previous section can be restricted to the computation of a subset of $\mathfrak{C}(T)$ containing exactly the orbit representatives of this action. In the case of the Type of linear codes $C \leq \mathbb{F}^{N}$ with $G \leq \operatorname{Aut}(C)$, for a group $G \leq S_{N}$, we give a subgroup of WAut $(T)$ which preserves all the properties of codes which are of interest in coding theory, like the weight distribution and the structure of the automorphism group.

Definition 2.3.7. The weak form isometries (cf. Definition 2.1.13) of $T$ onto itself form a group $\operatorname{WAut}(T)$, called the weak automorphism group (cf. [33, Definition 1.11.2]).

Remark 2.3.8. For a code $C \in \mathfrak{C}(T)$, let $\mathcal{N}(C)$ be the set of all neighbors of $C$ in the neighbor graph. The weak automorphism group $\operatorname{WAut}(T)$ acts on $\mathfrak{C}(T)$, by $(\Theta, C):=$ $\alpha(C)$, for $\Theta=\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}, \alpha\right) \in \operatorname{WAut}(T)$ and $C \in \mathfrak{C}(T)$, and $\alpha(\mathcal{N}(C))=\mathcal{N}(\alpha(C))$.

Proof. To see that $\alpha(\mathcal{N}(C))=\mathcal{N}(\alpha(C))$, let $D \in \mathcal{N}(C)$. The quotient

$$
\alpha(C) /(\alpha(C) \cap \alpha(D))=\alpha(C / \alpha(C \cap D)=\alpha(C / C \cap D)
$$

is simple, since $C / C \cap D$ is simple. Hence $\alpha(D) \in \mathcal{N}(\alpha(C))$, which shows the inclusion $\alpha(\mathcal{N}(C)) \subseteq \mathcal{N}(\alpha(C))$. The other inclusion follows by changing to the inverse of $\alpha$.

Corollary 2.3.9. The group $\operatorname{WAut}(T)$ acts on $\mathfrak{C}(T)$ as graph automorphisms of $\Gamma_{T}$, i.e. two vertices $C, D$ are adjacent if and only if $\Theta(C), \Theta(D)$ are adjacent, for every $\Theta \in \operatorname{WAut}(T)$.

Corollary 2.3.10. Let $Y \leq \operatorname{WAut}(T)$ be a subgroup. Then there exists a connected subgraph of $\Gamma_{T}$ with vertices the orbit representatives of the action of $Y$ on $\mathfrak{C}(T)$. This subgraph is computed by the following algorithm.

1. $L:=\{C\}, L^{\prime}:=\{C\}$
2. Compute the set $\mathcal{N}_{L^{\prime}}:=\cup_{l^{\prime} \in L^{\prime}} \mathcal{N}\left(l^{\prime}\right)$ of all neighbors of elements of $L^{\prime}$.
3. Choose a subset $L^{\prime \prime} \subseteq L \cup \mathcal{N}_{L^{\prime}}$ such that all codes in $L^{\prime \prime}$ lie in different orbits under the action of $Y$.
4. If $N_{L^{\prime}} \cap L^{\prime \prime} \subseteq L$ then return $L$.
5. Go to 2 with $L:=L^{\prime \prime}, L^{\prime}:=\mathcal{N}_{L^{\prime}} \cap L^{\prime \prime}$.

The theory of weak automorphisms and graph automorphisms is now applied to linear codes over finite fields with prescribed automorphisms. The symmetric group $S_{N}$ acts naturally on the set of all self-dual linear codes in $\mathbb{F}^{N}$, but not on the set

$$
\mathfrak{C}(\mathbb{F}, G):=\left\{C=C^{\perp} \leq \mathbb{F}^{N} \mid G \leq \operatorname{Aut}(C)\right\}
$$

of all $G$-invariant self-dual codes for a group $G \leq S_{N}$, since for $C \in \mathfrak{C}(\mathbb{F}, G)$ and $\pi \in S_{N}$ the code $\pi(C)$ is not necessarily $G$-invariant.

Remark 2.3.11. The normalizer $\mathfrak{N}:=N_{S_{N}}(G)$ acts on $\mathfrak{C}(\mathbb{F}, G)$ by $\eta \cdot C=\eta(C)$, for $\eta \in N$ and $C \in \mathfrak{C}(\mathbb{F}, G)$. Two codes $C, D \in \mathfrak{C}(\mathbb{F}, G)$ are called normalizer equivalent if they are in the same orbit under this action.

Proof. For a code $C \leq \mathbb{F}^{N}$ and $\eta \in \mathfrak{N}$, the code $\eta \cdot C$ has $\operatorname{Aut}(\eta \cdot C)=$ $\eta \operatorname{Aut}(C) \eta^{-1}$ and hence $G \leq \operatorname{Aut}(\eta \cdot C)$ whenever $G \leq \operatorname{Aut}(C)$.

The action of $\mathfrak{N}$ on $\mathfrak{C}(\mathbb{F}, G)$ is the action of some subgroup of the weak automorphism group $\operatorname{WAut}(T(\mathbb{F}, G))$, where $T(\mathbb{F}, G)$ is the Type of self-dual $G$ invariant codes in $\mathbb{F}^{N}$ : Recall that the underlying form ring is

$$
\mathcal{R}(\mathbb{F}, G)=\left(\mathbb{F} G, \mathbb{F} G, \mathrm{id}, \mathbb{F} G / \Lambda=\mathbb{F} G /\left\{a-a^{J} \mid a \in \mathbb{F} G\right\}\right)
$$

(cf. Definition 2.2.4). For every element $\eta \in \mathfrak{N}$, the triple ( $\alpha_{\eta}, \alpha_{\eta}, \alpha_{\eta} / \Lambda$ ) is a form ring automorphism, where the $\mathbb{F}$-linear map $\alpha_{\eta}: \mathbb{F} G \rightarrow \mathbb{F} G$ is defined by $\alpha_{\eta}(G)=$ $\eta g \eta^{-1}$, for $g \in G$, and $\alpha_{\eta} / \Lambda(a+\Lambda)=\alpha_{\eta}(a)+\Lambda$, for $a \in \mathbb{F} G$. Let $\alpha: \mathbb{F}^{N} \rightarrow \mathbb{F}^{N}, v \mapsto$ $\eta v$, then $\Theta_{\eta}:=\left(\alpha_{\eta}, \alpha_{\eta}, \alpha_{\eta} / \Lambda, \alpha\right)$ is a weak form isometry of $T(\mathbb{F}, G)$. Hence the theory above applies to normalizer equivalence. In particular

Corollary 2.3.12. The algorithm in Corollary 2.3.10 computes the normalizer equivalence classes of self-dual $G$-invariant codes in $\mathbb{F}^{N}$, with $Y=\left\{\Theta_{\eta} \mid \eta \in \mathfrak{N}\right\}$. In particular, for $G=\{1\}$, the algorithm computes the permutation equivalence classes of self-dual codes in $\mathbb{F}^{N}$.

Since general the normalizer $\mathfrak{N}=N_{S_{N}}(G)$ is not so easily computed, one may prefer to compute the orbits of a subgroup of $\mathfrak{N}$ on $\mathfrak{C}(\mathbb{F}, G)$. If $G$ is transitive then the centralizer $C_{S_{N}}(G) \subseteq \mathfrak{N}$ may be appropriate since it is very easy to compute in this case, as shown in the following theorem.

Theorem 2.3.13. The centralizer $C_{S_{N}}(G)$ acts as form isometries on $\mathbb{F}^{N}$, and if $G$ is transitive then $C_{S_{N}}(G) \cong N_{G}(H) / H$, where $H=\operatorname{Stab}_{G}(1)$.

Proof. The first part of the claim is clear. Assume that $G$ is transitive, then one may define an action of $N_{G}(H)$ on the set $\{1, \ldots, N\}$ by

$$
g(1) * \eta:=g(\eta(1)),
$$

for $g \in G$ and $\eta \in N_{G}(H)$. To see that this action is well-defined, i.e. that $g(\eta(1))=$ $\tilde{g}(\eta(1))$ whenever $g(1)=\tilde{g}(1)$, note that $g^{-1} \tilde{g} \in H$ if and only if $\eta^{-1} g^{-1} \tilde{g} \eta \in H$,
since $\eta \in N_{G}(H)$. The group homomorphism $\Delta: N_{G}(H) \rightarrow C_{S_{N}}(G)$ induced by this action has kernel $H$, and surjectivity can be seen as follows. Due to the transitivity of $G$, there exists some element $\eta \in G$ with $\eta(1)=\pi(1)$, and since

$$
h \eta(1)=h \pi(1)=\pi h(1)=\pi(1)=\eta(1)
$$

for all $h \in H$, the element $\eta$ normalizes $H$, i.e. $\pi(1)=\eta(1)=1 * \eta$. Since the action of $\pi$ and $\eta$ is determined by $\pi(1)$ and $\eta(1)$, respectively, the claim follows.

If $G$ is transitive then the quotient $\mathfrak{N} / C_{S_{N}}(G)$ is isomorphic to a subgroup of the automorphism group $\operatorname{Aut}(G)$, which is described in the following theorem.

Theorem 2.3.14. Let $G$ be a transitive permutation group of degree $N$ and let $H:=$ $\operatorname{Stab}_{G}(1)$. Let $^{\operatorname{Aut}}{ }_{H}(G)$ be the set of all automorphisms $\alpha$ of $G$ such that $H$ and $\alpha(H)$ are conjugate in $G$. Then

$$
\mathfrak{N} / C_{S_{N}}(G) \cong \operatorname{Aut}_{H}(G) .
$$

Proof. The normalizer $\mathfrak{N}$ acts as group automorphisms on $G$, via $(g, \eta)=g^{\eta}=$ $\eta g \eta^{-1}$. This gives rise to a homomorphism

$$
\mathfrak{N} \rightarrow \operatorname{Aut}(G), \quad \eta \mapsto\left(g \mapsto g^{\eta}\right),
$$

with kernel $C_{S_{N}}(G)$. The group $H$ is mapped to $\operatorname{Stab}_{G}(\eta(1))$, which is conjugate to $H$, due to the transitivity of $G$. Hence there is a well-defined group monomorphism

$$
\varphi: \mathfrak{N} / C_{S_{N}}(G) \rightarrow \operatorname{Aut}_{H}(G), \quad \eta \cdot C_{S_{N}}(G) \mapsto\left(g \mapsto g^{\eta}\right)
$$

To see that $\varphi$ is surjective, let $\alpha \in \operatorname{Aut}_{H}(G)$ and assume without loss of generality that $\alpha(H)=H$. Then $\alpha$ induces a permutation $\pi \in S_{N}$, given by $\pi(x(1))=$ $\alpha(x)(1)$, for $x \in G$. This permutation satisfies

$$
\pi g \pi^{-1}(x(1))=\pi g \alpha^{-1}(x)(1)=\alpha\left(g \alpha^{-1}(x)\right)(1)=\alpha(g)(x(1))
$$

for all $g, x \in G$, and hence $\pi g \pi^{-1}=\alpha$, i.e. $\pi$ is a preimage of $\alpha$ under $\varphi$, and the claim follows.

Corollary 2.3.15. If $G$ is a transitive permutation group then $\mathfrak{N} \cong N_{G}(H) / H \rtimes$ $\operatorname{Aut}_{H}(G)$, where $H, \operatorname{Aut}_{H}(G)$ are as above.

Proof. By Theorem 2.3.13, the quotient $N_{G}(H) / H \cong C_{S_{N}}(G)$, and the normal subgroup $C_{S_{N}}(G)$ of $\mathfrak{N}$ has a complement isomorphic to $\operatorname{Aut}_{H}(G)$, which is seen as follows. Consider $\operatorname{Aut}_{H}(G)$ as a subgroup of $\mathfrak{N}$ by means of the embedding

$$
\iota: \operatorname{Aut}_{H}(G) \rightarrow \mathfrak{N}, \quad \alpha \mapsto(x(1) \mapsto \alpha(x)(1)), \quad x \in G .
$$

To see that $\iota$ is injective, note that every element $\alpha \in \operatorname{ker}(\iota)$ maps $\alpha(g)=h_{g} g$ with some element $h_{g} \in H$, for all $g \in G$. The identity

$$
h_{x} x h_{g} g=\alpha(x) \alpha(g)=\alpha(x g)=h_{x g} x g
$$

implies that $x h_{g} x^{-1} \in H$ for all $x, g \in G$, i.e. $h_{g} \in \cap_{x \in G} x^{-1} H x=\{1\}$. Hence $\alpha$ is the identity, which shows the injectivity of $\iota$. In this sense, Aut $H_{H}(G) \cap C_{S_{N}}(G)=$ $\{1\}$, since if $\alpha \in \operatorname{Aut}_{H}(G) \cap C_{S_{N}}(G)$ then $\alpha(g x)(1)=g(\alpha(x)(1))$ for all $g, x \in G$ and hence $\alpha(g)=g$ for all $g \in G$. Now the claim follows with Theorem 2.3.14.

Remark 2.3.16. Note that the proof of Theorem 2.3.14 provides an algorithm to compute $\mathfrak{N}$ whenever $G$ is transitive, as follows.

1. Determine the subgroup $\Lambda$ of $\operatorname{Aut}(G)$ containing all automorphisms which leave $H$ invariant.
2. For every element $\alpha$ of a generating subset $\mathcal{G}$ of $\Lambda$ compute the well-defined permutation $\pi_{\alpha}: g(1) \mapsto \alpha(g)(1)$.
3. Compute $\mathfrak{N}=\left\langle G, C_{S_{N}}(G), \pi_{\alpha} \mid \alpha \in \mathcal{G}\right\rangle$.

In an implementation in Magma ([3]) this algorithm turns out to be fast if $\operatorname{Aut}(G)$ is not too difficult to handle in the first step. In many interesting cases, for instance for $G=$ $M_{12}$, the inner automorphism group has index 2 in $\operatorname{Aut}(G)$ and hence either $\operatorname{Aut}_{H}(G)=$ $G$ or $\operatorname{Aut}_{H}(G)=\operatorname{Aut}(G)$. Since the latter is easy to test and $\mathcal{G}$ can easily be determined from a generating subset of $\operatorname{Aut}_{H}(G)$, the algorithm has a good performance in these cases.

### 2.3.2 Block decomposition

Let $R$ be a finite ring with unity. An idempotent is an element $0 \neq e \in R$ with $e^{2}=e$. Two idempotents $e, f$ are called orthogonal if $e f=f e=0$. The idempotent $e$ is called primitive if for all orthogonal idempotents $f, g \in R$ with $e=f+g$, either $f=e$ or $g=e$. A central primitive idempotent is a primitive idempotent of the center of $R$. The following is well-known.

Lemma 2.3.17. (i) Let $e, f$ be central primitive idempotents. Then either $e=f$ or $e f=f e=0$.
(ii) There exists a unique decomposition $1=e_{1}+\ldots+e_{k}$ into central primitive idempotents. This induces a decomposition

$$
R=e_{1} R \times \ldots \times e_{k} R
$$

into ringdirect summands, called the blocks of $R$, and every left $R$-module $V$ is a direct sum

$$
V=e_{1} V \oplus \ldots \oplus e_{k} V .
$$

Remark 2.3.18. Let $\mathcal{R}$ be a form ring over the ring $R$, with associated involution $J$, and let $e \in R$ be a central idempotent with $e^{J}=e$. Then every finite representation $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ of $\mathcal{R}$ decomposes as $T=e T \perp(1-e) T$, where

$$
e T=\left(e V, \rho_{M}, \rho_{\Phi}, \beta_{e}\right),
$$

with $\beta_{e}(e v, e w)=\beta(e v, e w)$, and $(1-e) T$ is defined similarly. If $C \leq V$ is a submodule then $C=e C \perp(1-e) C$, and $(e C)^{\perp, \beta_{e}}=(e C)^{\perp, \beta} \cap e V=e C^{\perp, \beta}$. In particular every self-dual Type $T$ code is the orthogonal sum of two self-dual codes of Type eT and $(1-e) T$, respectively.

Remark 2.3.19. Let $\mathcal{R}$ be a form ring over $R$ and let $1=e_{1}+\ldots+e_{k}$ be the decomposition into central primitive idempotents. For every finite representation $T$ on the $R$-module $V$, the group $\operatorname{WAut}(T)$ acts on the set $\left\{e_{i} V \mid i \in\{1, \ldots, k\}\right\}$, by

$$
\left(\Theta, e_{i} V\right)=\alpha\left(e_{i} V\right)=\alpha_{R}\left(e_{i}\right) V,
$$

for $\Theta=\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}, \alpha\right) \in \operatorname{WAut}(C)$.
Let $1=c_{1}+\ldots+c_{t}$ be a decomposition into pairwise orthogonal central idempotents such that $c_{i}^{J}=\alpha_{R}\left(c_{i}\right)=c_{i}$ for all $i$ and all $\Theta=\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}, \alpha\right) \in \operatorname{WAut}(T)$. Then $T=\perp_{i=1}^{t} T_{i}$, where $T_{i}=\left(c_{i} V, \rho_{M}, \rho_{\Phi}, \beta_{c_{i}}\right)$, and every code $C \in \mathfrak{C}(T)$ decomposes as

$$
C=c_{1} C \perp \ldots \perp c_{t} C,
$$

with summands $c_{i} C \in \mathfrak{C}\left(T_{i}\right)$. Every subgroup $Y$ of $\operatorname{WAut}(T)$ acts on $\mathfrak{C}\left(T_{i}\right)$ as weak automorphisms, and every element $\Theta \in Y$ satisfies $\Theta \cdot C=D$ if and only if $\Theta \cdot\left(c_{i} C\right)=c_{i} D$ for all $i$.

Corollary 2.3.20. The following modification of the algorithm in Corollary 2.3.10 gives orbit representatives for the action of some subgroup $Y$ of $\operatorname{WAut}(T)$ on $\mathfrak{C}(T)$, performing the neighbor search only on the direct summands $c_{i} V$.

1. Let $i:=1, F:=\{0\}$.
2. For $C \in F$, find a set $O_{C}$ of orbit representatives of $\mathfrak{C}\left(T_{i}\right)$ under the action of $\operatorname{Stab}_{Y}(C)$.
3. Go to 1. with $i:=i+1, F:=\left\{C \oplus X \mid C \in F, X \in O_{C}\right\}$.

Chapter 7 treats the case where $T$ is the Type of $G$-invariant codes in $\mathbb{F}^{N}$, for some subgroup $G \leq S_{N}$. The underlying ring is the group algebra $\mathbb{F} G$, and on the set $\mathfrak{C}(T)$ the normalizer $N_{S_{N}}(G)$ acts as weak automorphisms. The following Lemma states that in this case, there exists some non-trivial decomposition $1=$ $c_{1}+\ldots+c_{t}$ as above.

Lemma 2.3.21. Let $\mathbb{F}$ be a finite field, let $G \leq S_{N}$ be a finite group, and let $e \in \mathbb{F} G$ be the central primitive idempotent belonging to the trivial $G$-module. Then $e^{J}=e$, and $\eta e \eta^{-1}=e$ for all $\eta \in N_{S_{N}}(G)$.

Proof. The element $e$ acts as the identity on the trivial $G$-module and all other central primitive idempotents annihilate the trivial module. Hence $e=\sum_{g \in G} e_{g} g$ is the unique central primitive idempotent with $\sum_{g \in G} e_{g}=1$. The elements $e^{J}$ and $\eta e \eta^{-1}$, for $\eta \in N_{S_{n}}(G)$, are central primitive idempotents which also have this property, hence are equal to $e$.

## Chapter 3

## Permutations and the neighbor graph

This chapter treats codes in the classical sense, i.e. a code is a subspace of $\mathbb{F}^{N}$, for a finite field $\mathbb{F}$. Orthogonality is defined through the standard scalar product

$$
\beta: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(\left(v_{1}, \ldots, v_{N}\right),\left(w_{1}, \ldots, w_{N}\right) \mapsto \sum_{i=1}^{N} v_{i} w_{i},\right.
$$

that is, the dual of a code $C$ is

$$
C^{\perp}=\left\{v \in \mathbb{F}^{N} \mid \beta(v, c)=0 \text { for all } c \in C\right\},
$$

which is again a code. In this chapter a self-dual code (i.e. $C=C^{\perp}$ ) over a field of odd characteristic, or a self-dual generalized doubly-even code (cf. Definition 2.2.1) is viewed as a maximally isotropic subspace of some quadratic space $(V, q)$, i.e. $V$ is a vector space over $\mathbb{F}$ and $q: V \rightarrow \mathbb{F}$ is a map such that $q(f v)=f^{2} q(v)$ for all $f \in \mathbb{F}$ and $v \in V$, and

$$
\lambda(q): V \times V \rightarrow \mathbb{F}, \quad(v, w) \mapsto q(v+w)-q(v)-q(w)
$$

is bilinear. Recall that a subspace $U \leq V$ is called isotropic if $q(U)=0$. The automorphism group

$$
\operatorname{Aut}(C):=\left\{\pi \in S_{N} \mid \pi(C)=C\right\}
$$

is viewed as a subgroup of the orthogonal group

$$
O(V, q)=\{\varphi \in \operatorname{Aut}(V) \mid q(v)=q(\varphi(v)) \text { for all } v \in V\} .
$$

To state this more precisely, assume first that $\mathbb{F}$ has odd characteristic. Then the quadratic forms on $V=\mathbb{F}^{N}$ are in correspondence with the symmetric bilinear forms on $V$, and a code $C \leq V$ is self-dual if and only if $2 \operatorname{dim}(C)=N$ and $C$ is isotropic with respect to the quadratic form $q:=\{\beta\}: v \mapsto \beta(v, v)$. Moreover, the orthogonal group

$$
O(V, \beta)=\{\varphi \in \operatorname{Aut}(V) \mid \beta(v, w)=\beta(\varphi(v), \varphi(w)) \text { for all } v, w \in V\}
$$

of the bilinear space $(V, \beta)$ equals the orthogonal group $O(V, q)$, since $\lambda(\{\beta\})=$ $2 \beta$. There exists a natural embedding

$$
\iota: S_{N} \hookrightarrow O(V, q), \quad \pi \mapsto\left(b_{i} \mapsto b_{\pi(i)}\right)
$$

where $\left(b_{1}, \ldots, b_{N}\right)$ is the standard orthonormal basis of $V$. In particular $\operatorname{Aut}(C)$ is isomorphic to a subgroup of $O(V, q)$. Hence for a subgroup $G \leq S_{N}$, the selfdual $G$-invariant codes in $(V, \beta)$ are in correspondence with the $\iota(G)$-invariant isotropic subspaces $C$ of $(V, q)$ which have $2 \operatorname{dim}(C)=N$.

If $\mathbb{F}$ has characteristic 2 then the correspondence between symmetric bilinear and quadratic forms no longer exists, and the isotropic subspaces of ( $V,\{\beta\}$ ) are in general not self-orthogonal with respect to $\beta$. However, the generalized doubly-even self-dual codes of length $N$ are in correspondence with the maximally isotropic subspaces of the quadratic space $\tilde{V}:=\langle\mathbf{1}\rangle^{\perp} /\langle\mathbf{1}\rangle$, where $\mathbf{1} \in \mathbb{F}^{N}$ is the all-ones vector, and the weight (cf. Definition 2.2.1) is used to define the appropriate quadratic form. Again, the symmetric group $S_{N}$ embeds into the orthogonal group of $\tilde{V}$ and $\operatorname{Aut}(C)$ preserves the subspace $C /\langle\mathbf{1}\rangle \leq \tilde{V}$.

This chapter discusses automorphism groups of self-dual codes against the background described above: In either of the two cases, $S_{N}$ acts as isometries on a quadratic space $V$, i.e. induces graph automorphisms of the neighbor graph $\Gamma$ of all self-dual isotropic subspaces of $V$ (cf. Chapter 2). A permutation group leaves a self-dual code invariant if and only if its action on $\Gamma$ preserves a vertex. From the investigation on the action of transpositions on $\Gamma$ one concludes that the automorphism group of a self-dual code in odd characteristic, or a generalized doubly-even code, always lies in the alternating group. In characteristic 2 , Theorem 3.2.7 characterizes the situation in which there exists a self-dual generalized doubly-even code. The results in this chapter are published in the paper [12].

### 3.1 Isometries as automorphisms of $\Gamma$

Let $(V, q)$ be a non-degenerate quadratic space over the finite field $\mathbb{F}$, i.e. the polar form $\lambda(q)$ is non-degenerate. Let $\mathfrak{C}(V, q)$ be the set of all maximally isotropic subspaces of $V$. Two elements $C, D \in \mathfrak{C}(V, q)$ are called neighbors if

$$
\operatorname{dim}(C / C \cap D)=1
$$

(cf. Definition 2.3.3). The neighbor graph $\Gamma=\Gamma(V, q)$ has the elements of $\mathfrak{C}(V, q)$ as vertices, and two vertices $C, D$ are adjacent if and only if they are neighbors. It follows from Example 2.1.9 that the isotropic subspaces of $V$ form a Type of codes and hence the results in Section 2.3 on the graphs of Type $T$ codes apply to $\Gamma$. In particular, $\Gamma$ is connected and the distance between two vertices $C, D$ in $\Gamma$ equals $\operatorname{dim}(C / C \cap D)=\operatorname{dim}(D / C \cap D)$. The orthogonal group $O(V)=O(V, q)$ acts transitively on $\mathfrak{C}(V, q)$ by Witt's Theorem (cf. [22, Satz 3.4]). Since

$$
\operatorname{dim}(C / C \cap D)=\operatorname{dim}(\varphi(C) / \varphi(C) \cap \varphi(D))
$$

for all vertices $C, D \in \mathfrak{C}(V, q)$ and all $\varphi \in O(V)$, the vertices $C, D$ are adjacent if and only if $\varphi(C), \varphi(D)$ are adjacent and hence the action of $O(V)$ on $\mathfrak{C}(V, q)$ induces graph automorphisms of $\Gamma$. The following two sections show that $\Gamma$ is bipartite and that $O(V)$ acts on the set of the two partitions, yielding a group epimorphism $O(V) \rightarrow C_{2}$. To this aim Section 3.1.2 investigates the action of the reflections in $O(V)$ on the set $\mathfrak{C}(V, q)$. Recall that the reflection at the hyperplane orthogonal to an anisotropic vector $v$ is the isometry

$$
\sigma_{v}: V \rightarrow V, \quad w \mapsto w-\frac{\lambda(q)(v, w)}{q(v)} v
$$

To show that $\Gamma$ is bipartite, we need another group epimorphism $\delta: O(V) \rightarrow C_{2}$, which is the determinant or the Dickson invariant, depending on the characteristic of $\mathbb{F}$ (cf. Section 3.1.1). We find that every reflection interchanges the partitions of $\Gamma$ (cf. Theorem 3.1.11). Since every reflection $\sigma \in O(V)$ satisfies $\delta(\sigma)=-1$, this allows to conclude that, whenever $O(V)$ is generated by reflections, the stabilizer in $O(V)$ of a maximally isotropic subspace of $V$ is contained in the kernel of $\delta$.

### 3.1.1 Determinant and Dickson invariant

If $\mathbb{F}$ has odd characteristic then $O(V)$ is generated by reflections (cf. [22, Satz 3.5]), and the parity of reflections whose product is $\varphi$ is given by the determinant, for every isometry $\varphi$.

Remark 3.1.1. Assume that $\mathbb{F}$ has odd characteristic and let $\sigma \in O(V)$ be a reflection. Then $\operatorname{det}(\sigma)=-1$. Hence $\varphi \in O(V)$ has $\operatorname{det}(\varphi)=1$ if and only if it is a product of an even number of reflections, and this parity is well-defined.

Proof. Let $v \in V$ be an anisotropic vector such that $\sigma$ is the reflection at the hyperplane $H$ orthogonal to $v$. Then $\sigma(v)=-v$, and every element of $H$ is fixed by $\sigma$. Hence if $\mathcal{B}$ is a basis of $H$ then $(\mathcal{B}, v)$ is a basis of $V$, with respect to which $\sigma$ acts as $\operatorname{diag}(1, \ldots, 1,-1)$, and hence $\operatorname{det}(\sigma)=-1$ as claimed.

If $\mathbb{F}$ has characteristic 2 then $O(V)$ is generated by reflections, too, except when $V$ is the orthogonal sum of two hyperbolic planes (cf. [37]). But in characteristic 2 every isometry has determinant 1, i.e. we need a different group epimorphism to describe the parity of reflections whose product is the isometry $\varphi$. To this aim Definition 3.1.2 introduces the Clifford algebra $C(V)$ and a certain subalgebra $Z$ of $C(V)$ on which the orthogonal group $O(V)$ acts as automorphisms. It is shown that the automorphism group of $Z$ is cyclic of order 2 (cf. Corollary 3.1.6). Hence the action of $O(V)$ on $Z$ induces a group homomorphism $D: O(V) \rightarrow C_{2}$, which is called the Dickson invariant (cf. Definition 3.1.8).

Definition 3.1.2. (see [22, Def. 5.3]) A Clifford algebra $C(V)=C(V, q)$ is an $\mathbb{F}$ algebra together with a homomorphism $h: V \rightarrow C(V)$, such that $h(v)^{2}=q(v)$ in $C(V)$ for all $v \in V$, and for every $\mathbb{F}$-algebra $B$ and every homomorphism $g: V \rightarrow B$ with $g(v)^{2}=q(v)$ for all $v \in V$, there exists a uniquely determined homomorphism $\alpha: C(V) \rightarrow B$ with $\alpha(h(v))=g(v)$ for all $v \in V$.

It is well-known that for every quadratic space $(V, q)$ there exists a Clifford algebra $C(V, q)$, which is uniquely determined up to isomorphism (cf. [22]), and that the associated map $h$ is always injective. Note that in the Clifford algebra,

$$
v w+w v=(v+w)^{2}-v^{2}-w^{2}=q(v+w)-q(v)-q(w)=\lambda(q)(v, w)
$$

for all $v, w \in V$.
Remark 3.1.3. (cf. [22, Satz 5.12]) If the dimension of $V$ is $n$ then the dimension of the Clifford algebra is $2^{n}$. More precisely, if $\left(e_{1}, \ldots, e_{n}\right)$ is a basis of $V$ then

$$
\mathcal{B}:=\left\{e_{i_{1}} \cdot \ldots \cdot e_{i_{k}} \mid i_{1}<\ldots<i_{k} \in\{1, \ldots, n\}\right\}
$$

is a basis of $C(V)$, where the empty product equals 1 and is an element of the basis. As vector spaces, $C(V)=C_{0}(V) \oplus C_{1}(V)$, where

$$
C_{j}(V)=\left\langle e_{i_{1}} \cdot \ldots \cdot e_{i_{k}} \in \mathcal{B} \mid k \equiv j \bmod 2\right\rangle
$$

has dimension $2^{n-1}$. Then $C_{k}(V) C_{l}(V) \subseteq C_{k+l}(V)$, where all indices are modulo 2. Hence $C(V)$ is a graded algebra mod 2. In particular $C_{0}(V)$ is a subalgebra of $C(V)$, called the even subalgebra.
Theorem 3.1.4. (see [22, (5.9)]) Let $(V, q)=\left(V_{1}, q_{1}\right) \perp\left(V_{2}, q_{2}\right)$ be an orthogonal decomposition. On the vector space $C\left(V_{1}, q_{1}\right) \otimes C\left(V_{2}, q_{2}\right)$ define a multiplication by

$$
\left(v_{1} \otimes w_{1}\right) \cdot\left(v_{2} \otimes w_{2}\right)=(-1)^{i j}\left(v_{1} v_{2} \otimes w_{1} w_{2}\right)
$$

where $i=1$ if $w_{1} \in C_{1}\left(V_{2}\right)$, and $j=1$ if $v_{2} \in C_{1}\left(V_{1}\right)$, and $i=j=0$ otherwise. With this multiplication $C\left(V_{1}, q_{1}\right) \otimes C\left(V_{2}, q_{2}\right) \cong C(V, q)$, via $\left(v_{1} \otimes v_{2}\right) \mapsto v_{1} \cdot v_{2}$.

From now on assume that $\mathbb{F}$ has characteristic 2 . Then the non-degenerate symmetric bilinear form $\beta:=\lambda(q)$ is symplectic and hence $\operatorname{dim}(V)=2 m$ is even, and there exists a basis $\left(e_{1}, \ldots, e_{2 m}\right)$ of $V$ such that

$$
\begin{equation*}
\beta\left(e_{i}, e_{j}\right)=0, \beta\left(e_{m+i}, e_{m+j}\right)=0 \quad \text { and } \beta\left(e_{i}, e_{m+j}\right)=\delta_{i j} \tag{3.1}
\end{equation*}
$$

for $i, j \in\{1, \ldots, m\}$. If the quadratic space $(V, q)$ has Witt defect 0 (cf. Remark 4.2.8) then $V$ is the orthogonal sum of hyperbolic planes, and we may assume that $q\left(e_{i}\right)=q\left(e_{m+i}\right)=0$ for all $i$. Otherwise, $(V, q) \cong \perp_{i=1}^{m-1} \mathbb{H} \perp V_{1}$ is the orthogonal sum of hyperbolic planes $\mathbb{H}$ and an anisotropic space $\left(V_{1}, \eta\right)$, where $V_{1} \cong \mathbb{F}_{q^{2}}$, if $\mathbb{F}$ has $q$ elements, and $\eta: x \mapsto x^{q+1}$ is the Norm form. In this case, we may still assume that $q\left(e_{i}\right)=q\left(e_{m+i}\right)=0$ for all $i \in\{1, \ldots, m-1\}$, and by suitable scaling, that $q\left(e_{m}\right)=1$ and $\beta\left(e_{m}, e_{2 m}\right)=1$. Note that then the polynomial $x^{2}+$ $x+q\left(e_{2 m}\right) \in \mathbb{F}[x]$ is irreducible since if $\lambda$ were a root of this polynomial then the vector $v=\lambda e_{m}+e_{2 m}$ would satisfy

$$
q(v)=q\left(\lambda e_{m}\right)+\beta\left(\lambda e_{m}, e_{2 m}\right)+q\left(e_{2 m}\right)=\lambda^{2}+\lambda+q\left(e_{2 m}\right)=0
$$

which contradicts the anisotropy of $V_{1}$.

Theorem 3.1.5. (see [4, p.3]) The center $Z$ of $C_{0}(V, q)$ is a 2-dimensional vector space over $\mathbb{F}$, generated by the elements 1 and $z:=\sum_{i=1}^{m} e_{i} e_{m+i}$, where $\left(e_{1}, \ldots, e_{2 m}\right)$ is a basis of $V$ as in (3.1).

Proof. We proceed by induction on $m$. If $m=1$ then $\operatorname{dim}\left(C_{0}(V, q)\right)=2$, by Remark 3.1.3. Hence it suffices to show that $e_{1} e_{2} \in Z$, and to this aim it suffices to show that $e_{1} e_{2}$ commutes with the element $e_{2} e_{1}$, which is obvious.

For $m>1$, let $V=V_{1} \perp V_{2}$ be an orthogonal decomposition into subspaces with symplectic bases $\left(e_{1}, \ldots, e_{2 m}\right)$ and $\left(f_{1}, \ldots, f_{2 m}\right)$, respectively. Clearly

$$
C_{0}\left(V_{1}\right) \cdot C_{0}\left(V_{2}\right) \subseteq C_{0}(V),
$$

and hence every element of $Z$ centralizes the subalgebras $C_{0}\left(V_{i}\right)$. By induction, the center of $C_{0}\left(V_{i}\right)$ has a basis $\left(1, z_{i}\right)$, where $z_{1}+z_{2}=z$. Hence $Z$ is contained in the subalgebra generated by the elements $1, z_{1}, z_{2}, z_{1} \cdot z_{2}$, by Theorem 3.1.4. Let

$$
x=\lambda_{1}+\lambda_{2} z_{1}+\lambda_{3} z_{2}+\lambda_{4} z_{1} \cdot z_{2} \in Z,
$$

with $\lambda_{i} \in \mathbb{F}$ for $i \in\{1, \ldots, 4\}$. The element $e_{1} \cdot f_{1} \in C_{0}(V, q)$, and an elementary calculation shows that

$$
x e_{1} \cdot f_{1}-e_{1} \cdot f_{1} x=\left(\lambda_{2}+\lambda_{3}\right) e_{1} \cdot f_{1}+\lambda_{4} e_{1} \cdot f_{1}\left(1+z_{1}+z_{2}\right) .
$$

Hence if $x \in Z$ then $\lambda_{2}=\lambda_{3}$ and $\lambda_{4}=0$. This yields $x \in\langle 1, z\rangle$. One easily verifies that indeed, $z \in Z$, which proves the assertion.

Corollary 3.1.6. If $(V, q)$ has Witt defect 0 then the $\mathbb{F}$-algebra $Z \cong \mathbb{F} \oplus \mathbb{F}$. Otherwise $Z$ is a quadratic field extension of $\mathbb{F}$. In either of the two cases, $\operatorname{Aut}(Z) \cong C_{2}$ is generated by the automorphism $z \mapsto z+1$.

Proof. Let $z$ be as in Theorem 3.1.5. As one easily verifies,

$$
z^{2}+z=\sum_{i=1}^{m} q\left(e_{i}\right) q\left(e_{m+i}\right) .
$$

Hence if $V$ has Witt defect 0 then $z$ has minimal polynomial $x^{2}+x$ and hence $Z \cong \mathbb{F}[x] /\left(x^{2}+x\right) \cong \mathbb{F} z \oplus \mathbb{F}(z+1)$, and every algebra automorphism of $Z$ either interchanges or fixes the primitive idempotents $z, z+1$. If $V$ has Witt defect 2 then $z$ has minimal polynomial $x^{2}+x+q\left(e_{2 m}\right)$, which is irreducible as remarked above. Hence in this case $Z \cong \mathbb{F}[x] /\left(x^{2}+x+q\left(e_{2 m}\right)\right)$ is a field, and every algebra automorphism of $Z$ either interchanges or fixes the roots $z$ and $z+1$ of the polynomial $x^{2}+x+q\left(e_{2 m}\right)$ over $Z$.

Corollary 3.1.7. Let $\varphi \in O(V)$. If $h: V \hookrightarrow C(V)$ is the embedding associated with $C(V)$ then $h \circ \varphi: V \hookrightarrow C(V)$ is another embedding and hence by the universal property of the Clifford algebra there exists a unique algebra automorphism $c_{\varphi}$ of $C(V)$ with $c_{\varphi}$ 。 $h=\varphi \circ h$, i.e. which extends $\varphi$. The subalgebra $Z$ is left invariant under $c_{\varphi}$, and $c_{\varphi}$ either induces the identity on $Z$ or the automorphism of order 2 given by $c_{\varphi}(z)=z+1$, where $z$ is as in Theorem 3.1.5.

Definition 3.1.8. The Dickson invariant is the group homomorphism D: $O(V, q) \rightarrow$ $C_{2}=\{1,-1\}$ with $D(\varphi)=1$ if and only if $\varphi$ induces the identity on $Z$.

Remark 3.1.9. If $\sigma$ is a reflection then $D(\sigma)=-1$. Hence if $O(V)$ is generated by reflections then an element $\varphi \in O(V)$ lies in the kernel of $D$ if and only if it is a product of an even number of reflections, and this parity is well-defined since $D$ is well-defined.

Proof. All reflections are conjugate in $O(V)$, since if $\sigma_{v}, \sigma_{w}$ are reflections at vectors $v, w$ then by suitable scaling one may assume that $q(v)=q(w)$, since every element in $\mathbb{F}$ is a square. By Witt's Theorem there exists an isometry $h$ with $h(v)=w$ and hence $\sigma_{w}=\sigma_{h(v)}=h \sigma_{v} h^{-1}$. Hence it suffices to show the claim for the reflection $\sigma=\sigma_{e_{1}-e_{m+1}}$ interchanging the basis vectors $e_{1}, e_{m+1}$ and fixing all other basis vectors. Now

$$
c_{\sigma}(z)=e_{m+1} e_{1}+\sum_{i=2}^{m} e_{i} e_{m+i}=1+\sum_{i=1}^{m} e_{i} e_{m+i}=1+z
$$

and hence $D(\sigma)=-1$, which shows the assertion.
The Dickson invariant may also defined in odd characteristic, via the action of $O(V)$ on the centralizer of $C_{0}(V)$ in $C(V)$, which equals $Z$ if $V$ has even dimension. The Dickson invariant is then equal to the determinant (cf. [22]).

### 3.1.2 Reflections and the neighbor graph

Let $(V, q)$ be a non-degenerate quadratic space over the finite field $\mathbb{F}$ (of arbitrary characteristic), of dimension $2 m$ and Witt defect 0 , whose orthogonal group is generated by reflections.

Theorem 3.1.10. Let $\varphi \in O(V)$ such that there exists a maximally isotropic subspace of $V$ which is left invariant under $\varphi$. Then $\varphi$ is a product of an even number of reflections.

Proof. Let $U$ be a maximally isotropic subspace of $V$ which is left invariant under the isometry $\varphi$. Then $U$ has a basis $\left(e_{1}, \ldots, e_{m}\right)$ such that $\left(e_{1}, \ldots, e_{2 m}\right)$ is a basis of $V$ as in 3.1. Write $\varphi=\left(\begin{array}{cc}A & B \\ 0 & C\end{array}\right)$ with matrices $A, B, C \in \mathbb{F}^{m \times m}$, i.e.

$$
\varphi\left(e_{j}\right)=\sum_{i=1}^{m} A_{i j} e_{i} \text { and } \varphi\left(e_{m+j}\right)=\sum_{i=1}^{m} B_{i j} e_{i}+C_{i j} e_{m+i}
$$

for $j \in\{1, \ldots, m\}$. If $\mathbb{F}$ has odd characteristic then $\varphi$ is a product of an even number of reflections if and only if its determinant is 1 . Since $\varphi$ is an isometry, the product $A C^{\operatorname{tr}}=I_{m}$ and hence $\operatorname{det}(\varphi)=\operatorname{det}(A) \operatorname{det}(C)=1$ as claimed. Now assume that $\mathbb{F}$ has characteristic 2. By Remark 3.1.9, $\varphi$ is a product of an even number of reflections if and only if $D(\varphi)=1$. Since $\varphi$ is an isometry,

$$
A B^{\operatorname{tr}} \in \operatorname{Alt}_{m}(\mathbb{F})=\left\{M \in \mathbb{F}^{m \times m} \mid M=M^{\operatorname{tr}} \text { and } M_{i i}=0 \text { for } i \in\{1, \ldots, m\}\right\}
$$

and $A C^{\operatorname{tr}}=I_{m}$. Let $z$ be as in Theorem 3.1.5, then the automorphism $c_{\varphi}$ of $C(V, q)$ induced by $\varphi$ maps

$$
\begin{aligned}
c_{\varphi}(z) & =c_{\varphi}\left(\sum_{i=1}^{m} e_{i} e_{m+i}\right)=\sum_{i=1}^{m} \varphi\left(e_{i}\right) \varphi\left(e_{m+i}\right)=\sum_{j=1}^{m} \sum_{i=1}^{m} A_{i j} e_{i}\left(\sum_{t=1}^{m} B_{t j} e_{t}+C_{t j} e_{m+t}\right) \\
& =\sum_{i, j, t=1}^{m} A_{i j} B_{t j} e_{i} e_{t}+A_{i j} C_{t j} e_{i} e_{m+t}=\sum_{i, j, t=1}^{m}\left(A B^{\operatorname{tr}}\right)_{i t} e_{i} e_{t}+\left(A C^{\mathrm{tr}}\right)_{i t} e_{i} e_{m+t} \\
& =\sum_{1 \leq i<t \leq m}\left(A B^{\mathrm{tr}}\right)_{i t} e_{i} e_{t}+\left(A B^{\mathrm{tr}}\right)_{i t} e_{t} e_{i}+\left(A C^{\mathrm{tr}}\right)_{i j} e_{i} e_{m+j}+\sum_{i, t=1}^{m}\left(A C^{\mathrm{tr}}\right)_{i t} e_{i} e_{m+t} \\
& =\sum_{i=1}^{m} e_{i} e_{m+i}=z
\end{aligned}
$$

and hence by definition $D(\varphi)=1$ (see also [7]).
Theorem 3.1.11. Let $\sigma$ be a reflection, and let $C$ be a maximally isotropic subspace of $V$. Then $\sigma(C)$ and $C$ are neighbors. Conversely, if $D$ is a neighbor of $C$ then there exists a reflection $\tau$ with $C \tau=D$.

Proof. To prove the first part of the theorem, let $v \in V$ be an anisotropic vector such that $\sigma$ is the reflection at the hyperplane $H$ orthogonal to $v$. Then every vector in $H$ is fixed by $\sigma$ and hence $C \cap H \subseteq C \cap \sigma(C)$. Now

$$
\begin{aligned}
\operatorname{dim}(C \cap H) & =\operatorname{dim}\left((C+\langle v\rangle)^{\perp}\right)=\operatorname{dim}(V)-\operatorname{dim}(C+\langle v\rangle) \\
& =2 m-(m+1)=m-1
\end{aligned}
$$

and hence $\operatorname{dim}(C / C \cap \sigma(C)) \leq \operatorname{dim}(C / C \cap H)=1$. According to the previous theorem, $C$ is not invariant under $\sigma$ and hence $\operatorname{dim}(C / C \cap \sigma(C))=1$. Hence $\sigma(C)$ and $C$ are neighbors. Conversely, let $D$ be a neighbor of $C$. Then there exist $v_{C}, v_{D} \in V$ such that $C=\left\langle C \cap D, v_{C}\right\rangle$ and $D=\left\langle C \cap D, v_{D}\right\rangle$. The vector $v:=v_{C}+v_{D}$ is anisotropic since $q(v)=\beta\left(v_{C}, v_{D}\right) \neq 0$. One easily verifies that the reflection at the hyperplane orthogonal to $v$ interchanges $v_{C}, v_{D}$ and fixes the space $C \cap D$. Hence $D=\sigma(C)$.

Corollary 3.1.12. The neighbor graph $\Gamma$ is bipartite, and an element $\varphi \in O(V)$ interchanges the two partitions if and only if it is a product of an odd number of reflections. Otherwise both partitions are left invariant under $\varphi$.
Remark 3.1.13. Note that the assumption that $V$ be of Witt defect 0 is necessary for the theorems in this section. Let for instance $V$ be a quadratic space over the finite field $\mathbb{F}=\mathbb{F}_{q}$ of characteristic 2, of dimension $2 m$ and Witt defect 2 . In this case, $V=V_{0} \perp V_{1}$ is an orthogonal sum of a quadratic space $V_{0}$ of dimension $2 m-2$ and Witt defect 0 , and $V_{1}=\mathbb{F}_{q^{2}}$ with the anisotropic quadratic form $\mathbb{F}_{q^{2}} \rightarrow \mathbb{F}_{q}, x \mapsto x^{q+1}$. Let $\sigma$ be the isometry which interchanges two nonzero vectors $v, w \in V_{1}$ and fixes $V_{0}$. Then $\sigma$ is the reflection at the hyperplane orthogonal to $v+w$ and hence $D(\sigma)=-1$, by Remark 3.1.9. On the other hand, every maximally isotropic subspace $U$ of $V$ that is contained in $V_{0}$ is left invariant under $\sigma$.

### 3.2 Automorphisms of codes as isometries

This section shows how linear codes over a finite field can be viewed as subspaces of a quadratic space and investigates which isometries are induced by the symmetric group $S_{N}$. To this aim, let $\left(b_{1}, \ldots, b_{N}\right)$ be the distinguished orthonormal basis of the standard scalar product $\beta$ with respect to which one defines a code. In odd characteristic, the map $\iota: \pi \mapsto\left(b_{i} \mapsto b_{\pi(i)}\right)$ gives an embedding into the orthogonal group of the quadratic space $\mathbb{F}^{N}$, with the quadratic map $\{\beta\}$ induced by the standard scalar product.

We will now investigate the situation when $\mathbb{F}$ has characteristic 2 . Classically, a binary code $C \leq \mathbb{F}_{2}^{N}$ is said to be doubly-even if the weight

$$
\operatorname{wt}(c)=\left|\left\{i \in\{1, \ldots, N\} \mid c_{i} \neq 0\right\}\right|
$$

is a multiple of 4 for every codeword $c=\left(c_{1}, \ldots, c_{N}\right) \in C$. Definition 2.2.1 extends the notion of doubly-even codes to arbitrary finite fields of characteristic 2 (cf. [35]).

Assume that $N \geq 4$. The symmetric group $S_{N}$ acts on $\mathbb{F}^{N}$ via $\pi \cdot\left(v_{1}, \ldots, v_{N}\right)=$ $\left(v_{\pi(1)}, \ldots, v_{\pi(N)}\right)$. Since this action preserves the weight and fixes the vector $\mathbf{1}$, this gives rise to an embedding

$$
\tilde{\iota}: S_{N} \hookrightarrow O(\tilde{V}, q), \quad \pi \mapsto(v+\langle\mathbf{1}\rangle \mapsto \pi \cdot v+\langle\mathbf{1}\rangle)
$$

In what follows, an element $\pi \in S_{N}$ may be identified with its image $\tilde{\iota}(\pi)$, and we may write $\pi U$ instead of $\tilde{l}(\pi) U$, where $U \leq V$ is a subspace. Obviously a code $C$ is preserved by a permutation group $G$ if and only if the space $C /\langle\mathbf{1}\rangle$ is preserved by $G$. Hence
Remark 3.2.1. The self-dual doubly-even $G$-invariant codes $C \leq \mathbb{F}^{N}$ correspond to the maximally isotropic $G$-invariant subspaces of $(\tilde{V}, q)$.

To investigate the image $\tilde{\iota}(\pi)$ of an element $\pi \in S_{N}$, observe that
Remark 3.2.2. If $v$ lies in the $\mathbb{F}_{2}$-span of the $\mathbb{F}$-basis $\left(b_{i}+b_{N}+\langle\mathbf{1}\rangle \mid i \in\{1, \ldots, N-2\}\right)$ of $\tilde{V}$ then $q(v)=\frac{\operatorname{wt}(v)}{2} \bmod 2$.

Proof. It suffices to show the claim for a basis vector $b_{i}+b_{N}+\langle\mathbf{1}\rangle$. Since

$$
\operatorname{Trace}\left(t_{l} \cdot 1\right)=\operatorname{Trace}\left(t_{l}^{2}\right)=\operatorname{Trace}\left(t_{l} \sum_{k=1}^{f} t_{k}\right)
$$

for all $l$ and hence $\sum_{k=1}^{f} t_{k}=1$, due to the nondegeneracy of the Trace form, one calculates that

$$
q\left(b_{i}+b_{N}+\langle\mathbf{1}\rangle\right)=\sum_{k=1}^{f} \frac{\mathrm{wt}\left(t_{k}\left(b_{i}+b_{N}\right)\right)}{2} t_{k}^{2}=\sum_{k=1}^{f} t_{k}^{2}=\left(\sum_{k=1}^{f} t_{k}\right)^{2}=1,
$$

as claimed.

Lemma 3.2.3. Assume that $N \geq 4$ is even. The composition $D \circ \tilde{\iota}=$ sign. More precisely, if $\tau_{i j} \in S_{N}$ is a transposition then $\tilde{\iota}\left(\tau_{i j}\right)$ is a reflection.

Proof. Since all transpositions are conjugate in $S_{N}$, and since the conjugate of a reflection is again a reflection, one may assume that $i=1$ and $j=2$. Now

$$
\left(v_{1}, \ldots, v_{N-2}\right)=\left(b_{1}+b_{N}+\langle\mathbf{1}\rangle, \ldots, b_{N-2}+b_{N}+\langle\mathbf{1}\rangle\right)
$$

is a basis of $\tilde{V}$, such that $\tilde{\imath}\left(\tau_{12}\right)$ interchanges $v_{1}, v_{2}$ and leaves all other basis vectors fixed. Hence $\tilde{\iota}\left(\tau_{12}\right)$ fixes the hyperplane orthogonal to the vector $v_{1}+v_{2}$, which is anisotropic, according to Remark 3.2.2. Hence $\tilde{\iota}\left(\tau_{12}\right)$ is the reflection $\sigma_{v_{1}+v_{2}}$.

Corollary 3.2.4. Let $\pi \in S_{N}$. If $\operatorname{sign}(\pi)=-1$ then $\tilde{\iota}(\pi)$ interchanges the two partitions of the neighbor graph of all self-dual isotropic subspaces of $(\tilde{V}, q)$. In particular the automorphism group of a self-dual generalized doubly-even code is always contained in the alternating group.

In odd characteristic, the isometry $\iota\left(\tau_{i j}\right)$ interchanges the basis vectors $b_{i}$ and $b_{j}$ and fixes all other basis vectors. Hence $\iota\left(\tau_{i j}\right)=\sigma_{b_{i}-b_{j}}$ is the reflection at the hyperplane orthogonal to $b_{i}-b_{j}$. An application of Corollary 3.1.12 yields

Corollary 3.2.5. (see [41, Ch. 11]) Let $\mathbb{F}$ be a finite field of odd characteristic and let $\pi \in S_{N}$. If $\operatorname{sign}(\pi)=-1$ then $\pi$ interchanges the two partitions of the neighbor graph of all self-dual codes in $\mathbb{F}^{N}$. If $\operatorname{sign}(\pi)=1$ then both partitions are left invariant under $\pi$. In particular the automorphism group of a self-dual code is contained in the alternating group $A_{N}$.

Remark 3.2.6. Assume that $\mathbb{F}$ has odd characteristic. The monomial group $\mathcal{M}_{N}$ is the wreath product $\{1,-1\} \backslash S_{N}$ of $S_{N}$ with the subgroup of $\mathbb{F}^{*}$ generated by -1 . There exists a natural embedding

$$
\mathcal{M}_{N} \hookrightarrow O\left(\mathbb{F}^{n}\right), \quad\left(\left(\lambda_{1}, \ldots, \lambda_{n}\right) \rtimes \pi\right) \mapsto\left(b_{i} \mapsto \lambda_{i} b_{\pi(i)}\right)
$$

for $\pi \in S_{N}$ and $\lambda_{1}, \ldots, \lambda_{n} \in\{1,-1\}$. The monomial automorphism group of a code $C \leq \mathbb{F}^{N}$ is

$$
\operatorname{MAut}(C):=\left\{\varphi \in \mathcal{M}_{N} \mid \varphi(C)=C\right\}
$$

If $C$ is self-dual then it follows immediately from Theorem 3.1.10 and Remark 3.1.1 that $\operatorname{det}(\varphi)=1$ for every $\varphi \in \operatorname{MAut}(C)$.

In characteristic 2 we can prove the following theorem which characterizes the situation in which there exists a doubly-even self-dual $G$-invariant code. Apart from the theory developed in this chapter, the proof uses the theory of Witt groups (cf. Chapter 4.1) and a well-known result on the lengths of doubly-even self-dual codes.

Theorem 3.2.7. Let $G \leq S_{N}$. There exists a self-dual generalized doubly-even code $C=C^{\perp} \leq \mathbb{F}^{n}$ with $G \leq \operatorname{Aut}(C)$ if and only if the following three conditions are fulfilled:
(a) $8 \mid N$, or $\left[\mathbb{F}: \mathbb{F}_{2}\right]$ is even and $4 \mid N$,
(b) every self-dual composition factor of the $\mathbb{F} G$-module $\mathbb{F}^{N}$ occurs with even multiplicity,
(c) $G \leq A_{N}$.

Proof. Condition (a) is equivalent with the existence of a self-dual doublyeven code in $\mathbb{F}^{N}$, as shown in [32] and also in Theorem 5.6.1. Condition (b) is equivalent with the existence of a self-dual $G$-invariant code, by Corollary 4.1.28. Hence if there exists a self-dual $G$-invariant code then conditions (a) and (b) are fulfilled, and by Corollary 3.2.5 condition (c) is fulfilled as well.

Conversely, assume that the conditions (a),(b) and (c) are satisfied. Then there exists a self-dual $G$-invariant code $C$. Assume that $C$ is not doubly-even. The map

$$
\left.q\right|_{C}: \quad C \rightarrow \mathbb{F}, \quad c \mapsto q(c+\langle\mathbf{1}\rangle)
$$

is additive since $C$ is self-dual, a $G$-module homomorphism since $G \leq O(\tilde{V}, q)$, and surjective since $C /\langle\mathbf{1}\rangle$ is not isotropic. Hence $\operatorname{ker}\left(\left.q\right|_{C}\right)=: C_{0}$ is a $G$-module, with $\operatorname{dim}\left(C / C_{0}\right)=1$ and hence $C_{0}^{\perp} / C_{0}$ is a $G$-module of dimension 2. Moreover, the quadratic map

$$
C_{0}^{\perp} / C_{0} \rightarrow \mathbb{F}, \quad c+C_{0} \mapsto q(c+\langle\mathbf{1}\rangle)
$$

is well-defined and of Witt defect 0 since $\tilde{V}$ is of Witt defect 0 by condition (a) (cf. Remark 4.2.8). The two maximally isotropic subspaces of $C_{0}^{\perp} / C_{0}$ correspond to the vertices $D$ and $E$ of the neighbor graph of all self-dual isotropic codes in $(\tilde{V}, q)$ which intersect $C$ in its subcode $C_{0}$. In particular the $D$ and $E$ are adjacent in the neighbor graph, and hence both left invariant under $\tilde{\iota}(G)$, since $G \leq A_{N}$ (cf. Corollary 3.2.5). Thus the full preimages of $D$ and $E$ under the epimorphism $\mathbb{F}^{N} \rightarrow \tilde{V}, v \mapsto v+\langle\mathbf{1}\rangle$ are doubly-even $G$-invariant self-dual codes.

## Chapter 4

## Witt groups

This chapter treats linear codes, i.e. subspaces of $\mathbb{F}^{N}$, where $\mathbb{F}$ is a finite field, as modules for a group algebra. Orthogonality is defined via the standard scalar product $\beta^{(1)}: \mathbb{F}^{N} \times \mathbb{F}^{N}$, or alternatively, if $\mathbb{F}=\mathbb{F}_{r^{2}}$ has $r^{2}$ elements, by means of the Hermitian scalar product

$$
\beta^{(r)}: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(\left(v_{1}, \ldots, v_{N}\right),\left(w_{1}, \ldots, w_{N}\right)\right) \mapsto \sum_{i=1}^{N} v_{i} w_{i}^{r}
$$

The dual of a linear code $C \leq \mathbb{F}^{N}$ is

$$
C^{\perp}=C^{\perp, \beta^{(\epsilon)}}=\left\{v \in \mathbb{F}^{N} \mid \beta^{(\epsilon)}(v, c)=0 \text { for all } c \in C\right\}
$$

for $\epsilon \in\{1, r\}$. The code $C$ is called self-orthogonal if $C \subseteq C^{\perp}$, and self-dual if $C=C^{\perp}$. The orthogonal group is
$O=O\left(\mathbb{F}^{N}, \beta^{(\epsilon)}\right):=\left\{\psi \in \operatorname{Aut}\left(\mathbb{F}^{N}\right) \mid \beta^{(\epsilon)}(\psi(v), \psi(w))=\beta^{(\epsilon)}(v, w)\right.$ for all $\left.v, w \in \mathbb{F}^{N}\right\}$.
Clearly $O$ acts on the set of all self-dual codes in $\mathbb{F}^{N}$. The action of the monomial subgroup $\mathcal{M}_{N}$ of $O$ is of particular interest since it preserves the weight distribution of a code (cf. Section 5.1). The group $\mathcal{M}_{N}^{(\epsilon)}$ is the wreath product $U \backslash S_{N}$, where $U=\left\{u \in \mathbb{F}^{*} \mid u^{\epsilon} u=1\right\}$. In matrices,

$$
\mathcal{M}_{N}^{(\epsilon)}=\left\{X \in \mathrm{GL}(\mathbb{F}, N) \mid X\left(X^{\epsilon}\right)^{\operatorname{tr}}=I_{N}\right\},
$$

where the powers in $X^{\epsilon}$ are taken componentwise. We view $\mathcal{M}_{N}^{(\epsilon)}$ as a subgroup of $O$, via the natural embedding

$$
\mathcal{M}_{N}^{(\epsilon)} \hookrightarrow O, \quad\left(\left(\lambda_{1}, \ldots, \lambda_{N}\right) \rtimes \pi\right) \mapsto\left(f_{i} \mapsto \lambda_{i} f_{\pi(i)}\right),
$$

where $\left(f_{1}, \ldots, f_{N}\right)$ is the standard basis of $\mathbb{F}^{N}$. This chapter investigates the monomial automorphism group

$$
\operatorname{MAut}(C):=\operatorname{Stab}_{\mathcal{M}_{N}^{(\epsilon)}}(C)=\left\{\zeta \in \mathcal{M}_{N}^{(\epsilon)} \mid \zeta(C)=C\right\}
$$

of a self-dual code $C \leq \mathbb{F}^{N}$, by an inverse approach: Given a subgroup $G \leq$ $\mathcal{M}_{N}^{(\epsilon)}$, we investigate whether there exists a $G$-invariant self-dual code $C \leq \mathbb{F}^{N}$. To this aim, we view $\mathbb{F}^{N}$ as a $G$-module, where $G$ acts as a subgroup of $\mathcal{M}_{N}^{(\epsilon)}$. The connection between codes and modules is given by the following trivial but important remark.

Remark 4.0.8. Let $C \leq \mathbb{F}^{N}$ be a code and let $G \leq \mathcal{M}_{N}^{(\epsilon)}$ be a subgroup. Then $C$ is $G$-invariant if and only if $C$ is a $G$-submodule of $\mathbb{F}^{N}$.

The group algebra $A=\mathbb{F} \mathcal{M}_{N}^{(\epsilon)}$ carries an involution $J$ given by

$$
\sum_{M \in \mathcal{M}_{N}^{(\epsilon)}} f_{M} M \mapsto \sum_{M \in \mathcal{M}_{N}^{(\epsilon)}} f_{M}^{\epsilon} M^{-1}
$$

That $\mathcal{M}_{N}^{(\epsilon)}$ consists of isometries means that $\beta^{(\epsilon)}(v, w a)=\beta^{(\epsilon)}\left(v a^{J}, w\right)$ for all $v, w \in$ $\mathbb{F}^{N}$ and $a \in A$, i.e. the module $\left(\mathbb{F}^{N}, \beta^{(\epsilon)}\right)$ is equivariant (cf. Definition 4.1.1). In Section 4.1 we view equivariant $A$-modules as elements of the Witt group, for a general finite algebra $A$ with involution. The structure of this group allows in many cases, for instance if $\mathbb{F}$ has characteristic 2 , to decide from the composition factors of the $G$-module $\mathbb{F}^{N}$ whether there exists a self-dual $G$-invariant code (cf. Theorem 4.1.27).

### 4.1 The Witt group of an algebra with involution

Let $A$ be a finite algebra with unity over the finite field $\mathbb{F}$. Let $J$ be an involution of $A$, i.e. a bijective additive mapping with $(a b)^{J}=b^{J} a^{J}$ and $\left(a^{J}\right)^{J}=a$ for all $a, b \in A$. Assume that $\mathbb{F}^{J}=\mathbb{F}$, where $\mathbb{F}$ is naturally embedded into $A$ via $f \mapsto f \cdot 1$. The restriction of $J$ to $\mathbb{F}$ is either the identity or has order 2. In the latter case $\mathbb{F}=\mathbb{F}_{r^{2}}$ has $r^{2}$ elements and $f^{J}=f^{r}$, for $f \in \mathbb{F}$. If $J$ is the identity on $\mathbb{F}$ then it is said to be of the first kind, otherwise of the second kind (see for instance [37, Ch.8, Remark 7.2]).

Definition 4.1.1. Let $\varepsilon \in \mathbb{F}^{*}$. An $\varepsilon$-equivariant form on $V$ (with respect to $J$ ) is a biadditive mapping $\beta: V \times V \rightarrow \mathbb{F}$ such that

$$
\beta(v a, w)=\beta\left(v, w a^{J}\right), \quad \beta(v, w)=\varepsilon \beta(w, v)^{J} \text { and } \beta(v, w \lambda)=\beta(v, w) \lambda
$$

for all $v, w \in V, a \in A$ and $\lambda \in \mathbb{F}$. The form $\beta$ is called non-degenerate if

$$
\alpha_{\beta}: V \rightarrow \operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F}), \quad v \mapsto(w \mapsto \beta(w, v))
$$

is an isomorphism. If $\beta$ is non-degenerate then $(V, \beta)$ is called $\varepsilon$-equivariant.

Note that the existence of an $\varepsilon$-equivariant module $(V, \beta)$ implies that $\varepsilon \varepsilon^{J}=1$ since

$$
\beta(v, w)=\varepsilon \beta(w, v)^{J}=\varepsilon\left(\varepsilon \beta(v, w)^{J}\right)^{J}=\varepsilon \varepsilon^{J} \beta(v, w)
$$

for all $v, w \in V$. We will sometimes omit the $\varepsilon$ in the context of equivariant forms, if it is given by the context or if we do not refer to a specific value of $\varepsilon$. By $\mathfrak{M}(A, J, \varepsilon)$ we denote the set of all $\varepsilon$-equivariant $A$-modules.

Definition 4.1.2. Let $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$. The orthogonal of a submodule $C \leq V$ is

$$
C^{\perp}=\{v \in V \mid \beta(v, c)=0 \text { for all } c \in C\}
$$

which is again a submodule of $V$. If $C \subseteq C^{\perp}$ then $C$ is called self-orthogonal, and if $C=C^{\perp}$ then $C$ is called a self-dual code. If $C$ is self-orthogonal and there exists no self-orthogonal submodule of $V$ which properly contains $C$ then $C$ is called maximally self-orthogonal. If the zero module is maximally self-orthogonal then $V$ is called anisotropic, and if there exists a self-dual code in $V$ then $V$ is called metabolic.

The equivariant $A$-modules form a semigroup with the orthogonal sum as multiplication, i.e.

$$
(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right)=\left(V \oplus V^{\prime}, \beta \perp \beta^{\prime}\right),
$$

where $\left(\beta \perp \beta^{\prime}\right)\left(v+v^{\prime}, w+w^{\prime}\right)=\beta(v, w)+\beta^{\prime}\left(v^{\prime}, w^{\prime}\right)$ for $v, w, v^{\prime}, w^{\prime} \in V$. Define a relation on $\mathfrak{M}(A, J, \varepsilon)$ by letting $(V, \beta) \sim\left(V^{\prime}, \beta^{\prime}\right)$ if and only if $(V, \beta) \perp\left(V^{\prime},-\beta^{\prime}\right)$ is metabolic. In this section it is shown that $\sim$ is an equivalence relation (cf. Cor. 4.1.6, [37]), hence modulo this relation $\mathfrak{M}(A, J, \varepsilon)$ is a group.

Definition 4.1.3. The Witt group $\mathcal{W}(A, J, \varepsilon)$ is formed by the $\sim$-equivalence classes $[(V, \beta)]$ of equivariant $A$-modules, with multiplication

$$
[(V, \beta)] \perp\left[\left(V^{\prime}, \beta^{\prime}\right)\right]=\left[(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right)\right]
$$

which is well-defined, due to the Cancellation Lemma 4.1.5. The class $[(V, \beta)]$ is also called the Witt Type of $(V, \beta)$.

The following two Lemmata aim to show that $\sim$ is an equivalence relation.
Lemma 4.1.4. Let $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ be metabolic and let $M$ be a self-orthogonal submodule of $V$. Then there exists a self-dual code in $V$ which contains $M$.

Proof. Let $C$ be a self-dual code in of $V$. Then $C \cap M^{\perp}+M$ has the desired properties since

$$
\left(C \cap M^{\perp}+M\right)^{\perp}=(C+M) \cap M^{\perp}=C \cap M^{\perp}+M
$$

where the last equality holds due to the inclusion $M \subseteq M^{\perp}$.
Lemma 4.1.5. [Cancellation Lemma] Let $(V, \beta),\left(V^{\prime}, \beta^{\prime}\right) \in \mathfrak{M}(A, J, \varepsilon)$ such that $\left(V^{\prime}, \beta^{\prime}\right)$ is metabolic. Then $(V, \beta)$ is metabolic if and only if $(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right)$ is metabolic.

Proof. Clearly if $(V, \beta)$ is metabolic then so is $(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right)$. Conversely, if $(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right)$ is metabolic then so is

$$
T:=(V, \beta) \perp\left(V^{\prime}, \beta^{\prime}\right) \perp\left(V^{\prime},-\beta^{\prime}\right)
$$

since $\left(V^{\prime},-\beta^{\prime}\right)$ is metabolic as well. Let $M:=\left\{\left(0, v^{\prime}, v^{\prime}\right) \mid v^{\prime} \in V^{\prime}\right\} \leq T$, then $M \leq M^{\perp}$. Hence there exists a self-dual code $C$ in $T$ which contains $M$, according to Remark 4.1.4. Since $C \leq M^{\perp}$, the elements of $C$ must be of the form ( $v, v^{\prime}, v^{\prime}$ ) for some $v \in V$ and $v^{\prime} \in V^{\prime}$. Let $\pi: T \rightarrow V$ denote the projection onto the first component, then $\pi(C)=\pi(C)^{\perp} \leq V$ and hence $(V, \beta)$ is metabolic.

Corollary 4.1.6. The relation $\sim$ is an equivalence relation.
Proof. Clearly the relation is symmetric and reflexive. For the transitivity, let

$$
\left(V^{\prime \prime}, \beta^{\prime \prime}\right) \sim(V, \beta) \sim\left(V^{\prime}, \beta^{\prime}\right)
$$

Then $\left(V^{\prime \prime}, \beta^{\prime \prime}\right) \perp(V,-\beta) \perp(V, \beta) \perp\left(V^{\prime},-\beta^{\prime}\right)$ is metabolic. Since the summand $(V,-\beta) \perp(V, \beta)$ is metabolic as well, so is the module $\left(V^{\prime \prime}, \beta^{\prime \prime}\right) \perp\left(V^{\prime},-\beta^{\prime}\right)$, by Lemma 4.1.5, and hence $\left(V^{\prime \prime}, \beta^{\prime \prime}\right) \sim\left(V^{\prime}, \beta^{\prime}\right)$.

Remark 4.1.7. Let $(V, \beta),\left(V^{\prime}, \beta^{\prime}\right) \in \mathfrak{M}(A, J, \varepsilon)$. An isometry is an A-module isomorphism $\varphi: V \rightarrow V^{\prime}$ such that $\beta(v, w)=\beta^{\prime}(\varphi(v), \varphi(w))$ for all $v, w \in V$. If there exists an isometry $V \rightarrow V^{\prime}$ then $V, V^{\prime}$ are called isometric, and $(V, \beta) \sim\left(V^{\prime}, \beta^{\prime}\right)$.

In what follows a standard representative of a class in $\mathcal{W}(A, J, \varepsilon)$ will be constructed, which is always semisimple.

Lemma 4.1.8. Let $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ and let $M$ be a self-orthogonal submodule of $V$. The form

$$
\beta_{M}: M^{\perp} / M \times M^{\perp} / M \rightarrow \mathbb{F}, \quad\left(m^{\prime}+M, m^{\prime \prime}+M\right) \mapsto \beta\left(m^{\prime}, m^{\prime \prime}\right)
$$

is again equivariant and non-degenerate, i.e. $\left(M^{\perp} / M, \beta_{M}\right) \in \mathfrak{M}(A, J, \varepsilon)$. Moreover, $\left(M^{\perp} / M, \beta_{M}\right) \sim(V, \beta)$, i.e. $[(V, \beta)]=\left[\left(\left(M^{\perp} / M, \beta_{M}\right)\right)\right] \in \mathcal{W}(A, J, \varepsilon)$. If $M$ is maximally self-orthogonal then the module $\left(M^{\perp} / M, \beta_{M}\right)$ is anisotropic.

Proof. The code

$$
\left\{\left(m^{\prime}+M, m^{\prime}\right) \mid m^{\prime} \in M^{\perp}\right\} \leq\left(M^{\perp} / M, \beta_{M}\right) \perp(V,-\beta)
$$

is self-dual, i.e. $\left(M^{\perp} / M, \beta_{M}\right) \sim(V, \beta)$. Moreover, if $M$ is maximally selforthogonal then $\left(M^{\perp} / M, \beta_{M}\right)$ is anisotropic, since any proper self-orthogonal submodule of $M^{\perp} / M$ would lift to a self-orthogonal submodule of $V$ properly containing $M$, which contradicts our assumption.

Theorem 4.1.9. For every module $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ there exists an anisotropic representative of $[(V, \beta)]$, which is unique up to isometry.

Proof. The existence of an anisotropic representative follows from Lemma 4.1.8. For uniqueness, let $\left(V_{i}, \psi_{i}\right) \sim(V, \beta), i=1,2$, be anisotropic equivariant $A$ modules. By the transitivity of $\sim$, the sum $M:=\left(V_{1}, \psi_{1}\right) \perp\left(V_{2},-\psi_{2}\right)$ is metabolic. Let $N$ be a self-dual code in $M$. The projections $\pi_{i}: N \rightarrow V_{i}$ are injective since
$\operatorname{ker}\left(\pi_{1}\right)$ is an isotropic submodule of the anisotropic module $V_{2}$, and vice versa. Hence

$$
\left|\pi_{1}(N)\right| \cdot\left|\pi_{2}(N)\right|=|N|^{2}=\left|V_{1}\right| \cdot\left|V_{2}\right|
$$

and hence $\left|\pi_{i}(N)\right|=\left|V_{i}\right|$, i.e. the $\pi_{i}$ are isomorphisms. This yields an $A$-module isomorphism $\alpha:=\pi_{2} \circ \pi_{1}^{-1}: V_{1} \rightarrow V_{2}$, which satisfies $N=\left\{\left(v_{1}, \alpha\left(v_{1}\right)\right) \mid v_{1} \in V_{1}\right\}$. Hence

$$
\psi_{1}\left(v_{1}, v_{1}^{\prime}\right)-\psi_{2}\left(\alpha\left(v_{1}, \alpha\left(v_{1}^{\prime}\right)\right)\right)=\left(\psi_{1} \perp\left(-\psi_{2}\right)\right)\left(\left(v_{1}, \alpha\left(v_{1}\right)\right),\left(v_{1}^{\prime}, \alpha\left(v_{1}^{\prime}\right)\right)\right)=0
$$

for all $v_{1}, v_{1}^{\prime} \in V_{1}$, i.e. $\alpha$ is an isometry, which proves the assertion.
Corollary 4.1.10. Let $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ and let $M$ be a maximally self-orthogonal submodule of $V$. Let $\beta_{M}: M^{\perp} / M \times M^{\perp} / M \rightarrow \mathbb{F}$ be as in Remark 4.3.3. Then the quotient ( $M^{\perp} / M, \beta_{M}$ ) is independent from the choice of $M$, up to isometry.

The following Theorem is very useful in the determination of the isomorphism type of $\mathcal{W}(A, J, \varepsilon)$.
Theorem 4.1.11. Every anisotropic module $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ is an orthogonal sum of simple equivariant $A$-modules.

Proof. For every submodule $M$ of $V$ the submodule $M^{\perp}$ is a complement, since $M \cap M^{\perp}=\{0\}$ and $|M|\left|M^{\perp}\right|=|V|$. This argument shows that $V$ is the orthogonal sum of its simple summands. In particular, the restriction of $\beta$ to a simple summand $S$ induces a non-degenerate equivariant form on $S$.

Let $\mathfrak{S}_{\varepsilon}$ be the set of all simple $A$-modules carrying a non-degenerate $\varepsilon$ equivariant form. Then $\mathfrak{S}_{\varepsilon}$ is finite since $A$ is finite, and by Theorem 4.1.11
$\mathcal{W}(A, J, \varepsilon) \cong \times_{S \in \mathfrak{G}_{\varepsilon}}\left\langle\left[\left(S, \beta_{S}\right)\right]\right| \beta_{S}$ non-degenerate and $\varepsilon$-equivariant $\rangle$.
To determine the structure of $\mathcal{W}(A, J, \varepsilon)$, the equivariant forms on $S \in \mathfrak{S}_{\varepsilon}$ will be investigated in Remark 4.1.13.

Definition 4.1.12. Let $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$. Then $\beta$ induces an involution $\operatorname{ad}_{\beta}$ on $\operatorname{End}_{A}(V)$ via $\beta(v, w \alpha)=\beta\left(v \alpha^{\text {ad }_{\beta}}, w\right)$ for $\alpha \in \operatorname{End}_{A}(V)$ and $v, w \in V$.

Note that in general the endomorphism $\operatorname{ad}_{\beta}$ depends on the chosen form $\beta$. More precisely, $\beta$ induces an $A$-module isomorphism

$$
\alpha_{\beta}: V \rightarrow V^{*}, v \mapsto(w \mapsto \beta(v, w)),
$$

where $V^{*}=\operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F})$ is an $A$-module via $(\varphi, a)(v):=\varphi\left(v a^{J}\right)$ for $\varphi \in V^{*}, a \in A$ and $v \in V$. If $\psi$ is another non-degenerate equivariant form then $\alpha_{\psi}=\alpha_{\beta} \circ \vartheta$ for some $\vartheta \in \operatorname{End}_{A}(V)$, and hence

$$
\psi(v, w)=\alpha_{\psi}(v)(w)=\alpha_{\beta}(v \vartheta)(w)=\beta(v \vartheta, w)
$$

for all $v, w \in W$. In particular if $V$ is simple then $\operatorname{End}_{A}(V)$ is a field and hence $\operatorname{ad}_{\psi}=\operatorname{ad}_{\beta}$. Hence if $V$ is simple then the involution $\operatorname{ad}_{V}:=\operatorname{ad}_{\beta}$ does not depend on $\beta$, and $\alpha^{\text {ad }_{V}}$ is called the adjoint of $\alpha$.

Remark 4.1.13. Let $S \in \mathfrak{S}_{\varepsilon}$ and let $\mathfrak{F}:=\left\{\alpha \in \operatorname{End}_{A}(S) \mid \alpha^{\text {ad }}=\alpha\right\}$ be the subfield of $\operatorname{End}_{A}(S)$ containing the self-adjoint endomorphisms of $S$. Then the unit group $\mathfrak{F}^{*}$ acts transitively on the set of all non-degenerate e-equivariant forms on $S$, by

$$
\beta \cdot \vartheta:\left(s, s^{\prime}\right) \mapsto \beta\left(s \vartheta, s^{\prime}\right)
$$

for a non-degenerate equivariant form $\beta$ and $\vartheta \in \mathfrak{F}^{*}$.
Proof. Let $\beta, \psi$ be two non-degenerate equivariant forms on $S$. As remarked above, there exists an automorphism $\vartheta$ of $S$ such that $\psi\left(s, s^{\prime}\right)=\beta \cdot \vartheta\left(s, s^{\prime}\right)$. Since both $\beta$ and $\psi$ are $\varepsilon$-equivariant we have

$$
\beta\left(s \vartheta, s^{\prime}\right)=\psi\left(s, s^{\prime}\right)=\varepsilon\left(\psi\left(s^{\prime}, s\right)\right)^{J}=\varepsilon\left(\beta\left(s^{\prime} \vartheta, s\right)\right)^{J}=\beta\left(s, s^{\prime} \vartheta\right)=\beta\left(s \vartheta^{\mathrm{ad}_{s}}, s^{\prime}\right)
$$

for all $s, s^{\prime} \in S$ and hence $\vartheta=\vartheta^{\text {ad } s} \in \mathfrak{F}^{*}$, and the claim follows.

Corollary 4.1.14. Let $S \in \mathfrak{S}_{\varepsilon}$ and let $\mathfrak{F}$ be as in Remark 4.1.13. Define a group homomorphism

$$
\theta: \operatorname{End}_{A}(S)^{*} \rightarrow \mathfrak{F}^{*}, \quad \alpha \mapsto \alpha \alpha^{\operatorname{ad}_{S}}
$$

where $\operatorname{End}_{A}(S)^{*}$ and $\mathfrak{F}^{*}$ are the unit groups of the fields $\operatorname{End}_{A}(S)$ and $\mathfrak{F}$, respectively. Then $S$ carries exactly $\left[\mathfrak{F}^{*}: \operatorname{Im}(\theta)\right]$ pairwise non-isometric non-degenerate equivariant forms.

Proof. Let $\beta$ be a non-degenerate equivariant form on $S$. According to Remark 4.1.13, every other such form on $S$ is of the form $\beta \cdot \vartheta$ for some $\vartheta \in \mathfrak{F}^{*}$. Now $(S, \beta)$ and $(S, \beta \cdot \vartheta)$ are isometric if and only if there exists some $\gamma \in \operatorname{End}_{A}(S)$ with

$$
\beta \cdot \vartheta\left(s, s^{\prime}\right)=\beta\left(s, s^{\prime} \vartheta\right)=\beta\left(s \gamma, s^{\prime} \gamma\right)=\beta\left(s, s^{\prime} \gamma \gamma^{\mathrm{ad} s}\right)
$$

for all $s, s^{\prime} \in S$, i.e. if and only if $\vartheta=\theta(\gamma) \in \operatorname{Im}(\theta)$. Hence the stabilizer in $\mathfrak{F}^{*}$ of an isometry class of equivariant forms is $\operatorname{Im}(\theta)$ and the claim follows.

Definition 4.1.15. For $S \in \mathfrak{S}_{\varepsilon}$, the involution $\operatorname{ad}_{S}$ on $\operatorname{End}_{A}(S)$ is either the identity or a field automorphism $\tau$ of order 2 . Let $\mathfrak{S}_{\varepsilon}^{\text {id }}, \mathfrak{S}_{\varepsilon}^{\tau}$ be the respective subsets of $\mathfrak{S}_{\varepsilon}$. Clearly $S \in \mathfrak{S}_{\varepsilon}^{\tau}$ if $J$ is non-trivial on $\mathbb{F}$, since $f^{J}=f^{\text {ads }}$, with respect to the natural embedding $\mathbb{F} \hookrightarrow \operatorname{End}_{A}(S)$.

Corollary 4.1.16. (i) Let $S \in \mathfrak{S}_{\varepsilon}^{\text {id }}$. If $\mathbb{F}$ has characteristic 2 then $S$ carries exactly one non-degenerate e-equivariant form, up to isometry. If $\mathbb{F}$ has odd characteristic then $S$ carries exactly two non-degenerate e-equivariant forms, up to isometry.
(ii) Let $S \in \mathfrak{S}_{\varepsilon}^{\tau}$, then $S$ carries only one non-degenerate $\varepsilon$-equivariant form, up to isometry.

Proof. Let $S \in \mathfrak{S}_{\varepsilon}$ and let $\theta: \operatorname{End}_{A}(S) \rightarrow \operatorname{End}_{A}(S), \alpha \mapsto \alpha \alpha^{\text {ad }}$ as in Corollary 4.1.14 and $\mathfrak{F}$ as in Remark 4.1.13.
ad (i): Assume that $S \in \mathfrak{S}_{\varepsilon}^{\text {id }}$, i.e. $\mathfrak{F}=\operatorname{End}_{A}(S)$ and $\theta(\alpha)=\alpha^{2}$, for $\alpha \in \operatorname{End}_{A}(S)$. If $\mathbb{F}$ has characteristic 2 then $\theta$ is a Galois automorphism of $\operatorname{End}_{A}(S)$. Hence according to Corollary 4.1.14, the module $S$ carries exactly one non-degenerate equivariant form. If $\mathbb{F}$ has odd characteristic then

$$
\operatorname{Im}(\theta)=\left(\operatorname{End}_{A}(S)^{*}\right)^{2} \leq \operatorname{End}_{A}(S)^{*}
$$

is a subgroup of index 2 , hence the claim follows with Corollary 4.1.14.
ad (ii): For $S \in \mathfrak{S}_{\varepsilon}^{\tau}$, the map $\operatorname{ad}_{S}$ is the Galois automorphism of order 2 of $\operatorname{End}_{A}(S)=\mathbb{F}_{r^{2}}$, i.e. $\alpha^{\text {ad } S}=\alpha^{r}$, for $\alpha \in \operatorname{End}_{A}(S)$. Hence the subfield $\mathfrak{F}$ of $\operatorname{End}_{A}(S)$ containing the self-adjoint endomorphisms has $r$ elements and the map $\theta: \mathbb{F}_{r^{2}}^{*} \rightarrow \mathbb{F}_{r}, \alpha \mapsto \alpha \alpha^{\text {ads }}=\alpha^{r+1}$ is surjective, as one easily verifies. Hence the claim follows with Corollary 4.1.14.

Theorem 4.1.17. The groups $\mathcal{W}(A, J, \varepsilon) \cong \oplus_{S \in \mathfrak{S}_{\varepsilon}} \mathcal{W}\left(L_{S}, \operatorname{ad}_{S}, 1\right)$ are isomorphic, where $L_{S}:=\operatorname{End}_{A}(S)$ is viewed as an algebra over itself.

Proof. Every element $(V, \beta) \in \mathcal{W}(A, J, \varepsilon)$ has an anisotropic representative, which is an orthogonal sum of simple equivariant $A$-modules (cf. Theorems 4.1.9, 4.1.11), and the orthogonal summands are unique up to isometry. On every $S \in \mathfrak{S}_{\varepsilon}$ fix a non-degenerate $\varepsilon$-equivariant form $\beta_{S}$. Then the isometry classes of simple $\varepsilon$-equivariant modules are represented by

$$
\left(\left(S, \beta_{S} \cdot \alpha\right) \mid S \in \mathfrak{S}_{\varepsilon}, \alpha \in \mathfrak{F}^{*} / \operatorname{Im}(\theta)\right)
$$

where $\mathfrak{F}, \theta$ are as in Corollary 4.1.14. Define a homomorphism

$$
\mathcal{W}(A, J, \varepsilon) \rightarrow \oplus_{S \in \mathfrak{G}_{\varepsilon}} \mathcal{W}\left(L_{S}, \operatorname{ad}_{S}, 1\right), \quad\left[\left(S, \beta_{S} \cdot \alpha\right)\right] \mapsto\left[\left(L_{S},(\alpha)\right)\right]
$$

where $(\alpha): L_{S} \times L_{S} \rightarrow L_{S},\left(\varphi, \varphi^{\prime}\right) \mapsto \alpha \varphi^{\text {ads }} \varphi^{\prime}$. This map is obviously injective, and surjective by Remark 4.1.13, which proves the assertion.

The following Proposition investigates the Witt groups on the right hand side of the above isomorphism.

Proposition 4.1.18. Let $L$ be a finite field with involution $J$ and consider $L$ as an algebra over itself. Let $\mathfrak{F}:=\left\{l \in L \mid l^{J}=l\right\}$, and $\theta: L \rightarrow L, \alpha \mapsto \alpha \alpha^{J}$. On the module $V:=L$ consider the equivariant form $(l):\left(\alpha, \alpha^{\prime}\right) \mapsto l \alpha^{J} \alpha^{\prime}$, for $l \in \mathfrak{F}^{*}$. In the Witt group $\mathcal{W}(L, J, 1)$, the element $[(V,(l))]$ has order 2 if $-1 \in \operatorname{Im}(\theta)$, and order 4 otherwise.

Proof. Clearly the order $n$ of $(V,(l))$ is even, since every self-dual code $C$ in $\perp_{i=1}^{n}(V,(l))$ satisfies $n=2 \operatorname{dim}(C)$. Assume without loss of generality that $l=1$. If $-1=\alpha \alpha^{J} \in \operatorname{Im}(\theta)$ then $\langle(1, \alpha)\rangle$ is a self-dual code of $\perp_{i=1}^{2}(V,(1))$ and hence $[(V,(1))]$ has order 2 . On the other hand, a self-dual code in $\perp_{i=1}^{2}(V,(1))$, provided that it exists, is generated by an element $(1, \alpha)$, where $\alpha \alpha^{J}=-1$ due to self-orthogonality. Hence if -1 is not in the image of $\theta$ then the order of $[(V,(1))]$
is at least 4. Moreover, the involution $J$ must be the identity. Hence since the polynomial $x^{2}+y^{2}+1$ has at least one nonzero root ( $\alpha, \alpha^{\prime}$ ) over $L$, the code $\left\langle\left(1,0, \alpha, \alpha^{\prime}\right),\left(0,1,-\alpha^{\prime}, \alpha\right)\right\rangle$ of $\perp_{i=1}^{4}(V,(1))$ is self-dual, which shows the assertion.

Corollary 4.1.19. Let $S \in \mathfrak{S}_{\varepsilon}$ and let $\beta$ be a non-degenerate equivariant form on $S$. If $\mathbb{F}$ has characteristic 2 or if $S \in \mathfrak{S}_{\varepsilon}^{\tau}$ then $[(S, \beta)] \in \mathcal{W}(A, J, \varepsilon)$ has order 2 . If $\mathbb{F}$ has odd characteristic and $S \in \mathfrak{S}_{\varepsilon}^{\text {id }}$ then $[(S, \beta)]$ has order 2 if and only if $\left|\operatorname{End}_{A}(S)\right| \equiv_{4} 1$, and order 4 otherwise.

Proof. Let $\theta: \operatorname{End}_{A}(S)^{*} \rightarrow \operatorname{End}_{A}(S)^{*}, \alpha \mapsto \alpha \alpha^{\text {ad }}$ be as in Corollary 4.1.14. By Theorem 4.1.17 and Proposition 4.1.18, the element $[(S, \beta)]$ has order 2 if $-1 \in$ $\operatorname{Im}(\theta)$, and order 4 otherwise. Clearly if $\mathbb{F}$ has characteristic 2 then $-1=1 \in \operatorname{Im}(\theta)$. If $S \in \mathfrak{S}_{\varepsilon}^{\tau}$, i.e. if $\operatorname{ad}_{S}$ is not the identity then $\operatorname{End}_{A}(S)$ is the field with $q^{2}$ elements, and $\alpha^{\text {ad }}=\alpha^{q}$, for $\alpha \in \operatorname{End}_{A}(S)$. Hence in this case the subfield of index 2 of $\operatorname{End}_{A}(S)$ lies in $\operatorname{Im}(\theta)$, and in particular $-1 \in \operatorname{Im}(\theta)$. Thus in this case $[(S, \beta)]$ has order 2 as well. If $S \in \mathfrak{S}_{\varepsilon}^{\text {id }}$, i.e. if $\operatorname{ad}_{S}$ is the identity then $[(S, \beta)]$ has order 2 if and only if -1 is a square in $\operatorname{End}_{A}(S)$. The latter is equivalent with $\left|\operatorname{End}_{A}(S)\right| \equiv{ }_{4} 1$, and hence the claim follows.

Putting the results on the number of forms (cf. Lemma 4.1.16) and the orders of the simple equivariant modules (cf. Proposition 4.1.19) together, one obtains the following result on the structure of the Witt group $\mathcal{W}(A, J, \varepsilon)$.
Corollary 4.1.20. Let $\mathfrak{S}_{\varepsilon}$ be a system of representatives for the isomorphism classes of simple equivariant $A$-modules, and let $\left(\mathfrak{S}_{\varepsilon}\right)^{\text {id }},\left(\mathfrak{S}_{\varepsilon}\right)^{\tau}$ be the subsets of $\mathfrak{S}_{\varepsilon}$ containing the simple modules $S$ where $\operatorname{ad}_{S}=\mathrm{id}$, or $\operatorname{ad}_{S} \neq \mathrm{id}$, respectively (cf. Definition 4.1.15).
(i) Assume that $J$ is of the first kind. If $\mathbb{F}$ has characteristic 2 then

$$
\mathcal{W}(A, J, \varepsilon) \cong \times_{S \in \mathfrak{G}_{\varepsilon}} C_{2} .
$$

If $\mathbb{F}$ has odd characteristic then let $d_{S}:=\left|\operatorname{End}_{A}(S)\right|$, for $S \in \mathfrak{S}_{\varepsilon}$. Then

$$
\mathcal{W}(A, J, \varepsilon) \cong \times_{S \in\left(\mathfrak{G}_{\varepsilon}\right)^{\mathrm{id} d}, d_{S} \equiv_{4} 1}\left(C_{2} \times C_{2}\right) \times_{S \in\left(\mathfrak{S}_{\varepsilon}\right)^{\mathrm{jd}}, d_{S} \equiv_{4}-1} C_{4} \times \times_{S \in\left(\mathfrak{G}_{\varepsilon}\right)^{\top}} C_{2} .
$$

(ii) If $J$ is of the second kind then $\mathcal{W}(A, J, \varepsilon) \cong \times_{S \in \mathfrak{S}_{\varepsilon}} C_{2}$.

Definition 4.1.21. The dual of an $A$-module $V$ is $V^{*}=\operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F})$, which is a right A-module via $f a(v):=f\left(v a^{J}\right)$, for $f \in V^{*}, a \in A$ and $v \in V$. The module $V$ is called self-dual if and only if $V \cong V^{*}$.

Note that this thesis uses two different notions of duality. A self-dual code (cf. Definition 4.1.2) is defined with respect to an equivariant form, i.e. using a distinguished basis, whereas the notion of a self-dual module is independent from the choice of a basis. Note that every equivariant $A$-module $(V, \varphi)$ is a selfdual module since

$$
\alpha_{\varphi}: V \rightarrow V^{*}, \quad v \mapsto\left(v^{\prime} \mapsto \varphi\left(v^{\prime}, v\right)\right)
$$

is an isomorphism of right $A$-modules. Conversely, for the simple $A$-modules the following holds.

Remark 4.1.22. Let $S$ be a simple $A$-module and let $\varepsilon \in \mathbb{F}^{*}$ with $\varepsilon \varepsilon^{J}=1$. If $S$ is self-dual then $S$ carries a non-degenerate $\varepsilon$-equivariant form or a non-degenerate $(-\varepsilon)$-equivariant form. In particular if $\mathbb{F}$ has characteristic 2 then $S$ is self-dual if and only if $S$ carries a non-degenerate $\varepsilon$-equivariant form.

Proof. Let $\alpha: S \rightarrow \operatorname{Hom}_{\mathbb{F}}(S, \mathbb{F})$ be an isomorphism, then the biadditive form

$$
\beta: S \times S \rightarrow \mathbb{F}, \quad\left(s, s^{\prime}\right) \mapsto \alpha(s)\left(s^{\prime}\right)
$$

is non-degenerate and satisfies $\beta\left(s a, s^{\prime}\right)=\beta\left(s, s^{\prime} a^{J}\right)$ and $\beta\left(s, s^{\prime} \lambda\right)=\beta\left(s, s^{\prime}\right) \lambda$ for all $s, s^{\prime} \in S, a \in A$ and all $\lambda \in \mathbb{F}$. Define another form

$$
\beta^{\prime}: S \times S \rightarrow \mathbb{F}, \quad\left(s, s^{\prime}\right) \mapsto \beta\left(s, s^{\prime}\right)-\varepsilon \beta\left(s^{\prime}, s\right)^{J} .
$$

Then $\beta^{\prime}$ is $(-\varepsilon)$-equivariant, since

$$
-\varepsilon \beta^{\prime}\left(s^{\prime}, s\right)^{J}=-\varepsilon\left(\beta\left(s^{\prime}, s\right)-\varepsilon \beta\left(s, s^{\prime}\right)^{J}\right)^{J}=-\varepsilon \beta\left(s^{\prime}, s\right)^{J}+\beta\left(s, s^{\prime}\right)=\beta^{\prime}\left(s, s^{\prime}\right)
$$

for all $s, s^{\prime} \in S$. The radical $\operatorname{rad}\left(\beta^{\prime}\right)$ is a submodule of $S$ and hence either $\operatorname{rad}\left(\beta^{\prime}\right)=$ $\{0\}$ or $\operatorname{rad}\left(\beta^{\prime}\right)=S$, since $S$ is simple. In the first case, $\beta^{\prime}$ is non-degenerate and in the second case, $\beta$ is $\varepsilon$-equivariant.

To understand Corollary 4.1.24, note that the involution $\operatorname{ad}_{S}$ on $\operatorname{End}_{A}(S)$ does not depend on $\varepsilon$, for a simple self-dual module $S$.

Remark 4.1.23. Every self-dual simple $A$-module $S$ defines an automorphism $\operatorname{ad}_{S}$ of $\operatorname{End}_{A}(S)$, such that $\beta\left(s, \alpha\left(s^{\prime}\right)\right)=\beta\left(\alpha^{\text {ad }}(s), s^{\prime}\right)$ for all $s, s^{\prime} \in S$, all $\varepsilon \in \mathbb{F}$ with $\varepsilon \varepsilon^{J}=1$ and all $\varepsilon$-equivariant forms $\beta$.

Corollary 4.1.24. Let $\varepsilon \in \mathbb{F}^{*}$ with $\varepsilon \varepsilon^{J}=1$ and let $S$ be a simple self-dual $A$-module.
(i) If $\mathbb{F}$ has characteristic 2 or if $\operatorname{ad}_{S}$ is not the identity then $S$ carries both a nondegenerate $\varepsilon$-equivariant and -e-equivariant form.
(ii) Assume that $\mathbb{F}$ has odd characteristic and that $S$ carries both a non-degenerate $\varepsilon$ equivariant and $a-\varepsilon$-equivariant form. Then $\operatorname{ad}_{S}$ has order 2 .

Proof. The claim of (i) is clear in characteristic 2. Assume that $\mathrm{ad}_{S}$ is not the identity, then there exists some element $\alpha \in \operatorname{End}_{A}(S)$ with $\alpha^{\text {ad }}{ }_{S}=-\alpha$. One easily verifies that for every $\varepsilon$-equivariant form $\beta$, the form $\left(s, s^{\prime}\right) \mapsto \beta\left(s, \alpha s^{\prime}\right)$ is $-\varepsilon$-equivariant.

Assume that $S$ carries both a non-degenerate 1-equivariant form $\beta$ and a -1equivariant form $(v, w) \mapsto \beta(v, \alpha(w))$, for $\alpha \in \operatorname{End}_{A}(S)$. Then $\alpha$ satisfies $\alpha^{\text {ad }}=$ $-\alpha$, hence $\mathrm{ad}_{S}$ is an automorphism of order 2 .

Remark 4.1.25. Every self-dual simple $A$-module occurs in the equivariant $A$-module $(V, \beta)$ with the same parity as in the anisotropic representative of $(V, \beta)$.

Proof. Let $C$ be a maximally self-orthogonal submodule of $V$ and let

$$
C=M_{k} \geq M_{k-1} \geq \ldots \geq M_{1} \geq M_{0}=\{0\}
$$

be a composition series. Then

$$
C^{\perp}=M_{k}^{\perp} \leq M_{k-1}^{\perp} \leq \ldots \leq M_{1}^{\perp} \leq M_{0}=V
$$

is a composition series of $V / C^{\perp}$, since taking orthogonals yields an antiautomorphism of the submodule lattice of $V$. The composition factors satisfy

$$
M_{i-1}^{\perp} / M_{i}^{\perp} \cong\left(M_{i} / M_{i-1}\right)^{*},
$$

since, due to the non-degeneracy and equivariance of $\beta$, the map

$$
M_{i-1}^{\perp} \rightarrow\left(M_{i} / M_{i-1}\right)^{*}, \quad v \mapsto\left(m+M_{i-1} \mapsto \beta(v, m)\right)
$$

is an $A$-module epimorphism, with kernel $M_{i}^{\perp}$. Hence every self-dual simple $A$ module occurs in $C$ with the same multiplicity as in $V / C^{\perp}$. Since the anisotropic representative of $V$ is isomorphic to $C^{\perp} / C$, the claim follows.

Corollary 4.1.26. If $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ is metabolic then every simple self-dual $A$ module occurs in $V$ with even multiplicity.

From Remark 4.1.25 together with Corollary 4.1.20 one obtains, in certain cases, the following characterization of metabolic equivariant modules.
Corollary 4.1.27. Assume that $J$ is of the second kind or that $\mathbb{F}$ has characteristic 2. Then $(V, \beta) \in \mathfrak{M}(A, J, \varepsilon)$ is metabolic if and only if every simple self-dual $A$-module occurs in $V$ with even multiplicity.

### 4.1.1 Self-dual codes in characteristic 2

Let $\mathbb{F}$ be a finite field of characteristic 2 . In this section a code is a linear subspace of $\mathbb{F}^{N}$, and its dual code $C^{\perp}$ is defined through the standard scalar product $\beta$ on $\mathbb{F}^{N}$. The code $C$ is called self-orthogonal if $C \subseteq C^{\perp}$, and self-dual if $C=C^{\perp}$. The automorphism group of $C$ is

$$
\operatorname{Aut}(C)=\left\{\pi \in S_{N} \mid C \pi=C\right\}
$$

where $S_{N}$ is the symmetric group on $N$ points, which acts naturally on $V=\mathbb{F}^{N}$ by coordinate permutations. This action induces an $\mathbb{F} G$-module structure on $V$, for every permutation group $G \leq S_{N}$, and a code $C$ has $G \leq \operatorname{Aut}(C)$, i.e. $C$ is $G$ invariant, if and only if it is an $\mathbb{F} G$-submodule of $V$. The group algebra $\mathbb{F} G$ carries a natural $\mathbb{F}$-linear involution $J$ given by $g^{J}=g^{-1}$, for $g \in G$. The $G$-invariance of $\beta$, i.e. that $\beta(v g, w g)=\beta(v, w)$ for all $v, w \in V$ and $g \in G$, thus means that $\beta$ is equivariant with respect to $J$, and hence $(V, \beta)$ is an equivariant $\mathbb{F} G$-module in the sense of Definition 4.1.1.

In this section we investigate the existence of a $G$-invariant self-dual code in $\mathbb{F}^{N}$, for a given permutation group $G$, using the results developed for general equivariant modules. A first application is the following.

Corollary 4.1.28. There exists a self-dual $G$-invariant code $C \leq \mathbb{F}^{N}$ if and only if every simple self-dual $G$-module occurs with even multiplicity in a composition series of the $G$-module $\mathbb{F}^{N}$.

Example 4.1.29. (i) The dihedral group $D_{N}$ with $2 N$ elements acts on the $N$ vertices of a regular polygon. Identifying the vertices with the coordinates defines an $\mathbb{F} D_{N^{-}}$ module structure on $V=\mathbb{F}^{N}$. If $N$ is even then $D_{N}$ acts faithfully on the set $\mathcal{L}$ of lines in the polygon intersecting two vertices and the origin. Identification with the coordinates yields a $G$-invariant self-dual repetition code $C \leq \mathbb{F}^{N}$. This code is also a self-dual module, since $\mathcal{L}$ is an orthonormal basis of a $G$-invariant non-degenerate bilinear form on $C$. In particular every composition factor occurs in $V$ with even multiplicity.
(ii) Let $A_{N}$ be the alternating group on $N$ points, where $N \geq 4$ is even. Then the code $C_{0} \leq \mathbb{F}_{2}^{N}$ generated by the all-ones vector $(1, \ldots, 1)$ is isomorphic to the trivial $A_{N}$-module, and

$$
C_{0}^{\perp}=\left\{v \in \mathbb{F}_{2}^{N} \mid \operatorname{wt}(v) \text { is even }\right\}
$$

has codimension 1 in $\mathbb{F}_{2}^{N}$. The $A_{N}$-module $C_{0}^{\perp} / C_{0}$ is simple (cf. [20]) and hence must be self-dual, since $C_{0}$ and $C_{0}^{\perp} / C_{0}$ are the only composition factors of $\mathbb{F}_{2}^{N}$. In particular $C_{0}$ is maximally self-orthogonal with $A_{N} \leq \operatorname{Aut}(C)$.
(iii) Let $C_{N}$ be the cyclic group on $N$ points, where $N$ is even. There exists a self-dual code $C \leq \mathbb{F}_{2}^{N}$ with $C_{N} \leq \operatorname{Aut}(C)$, which is seen as follows. As a $C_{N}$-module, $\mathbb{F}^{N} \cong \mathbb{F} C_{N} \cong \mathbb{F}[x] /\left(x^{N}-1\right)$. Hence the submodules correspond to the divisors of $x^{N}-1$, and the composition factors correspond to the quotients $\frac{p_{i}}{p_{i+1}}$ in a maximally refined divisor chain

$$
p_{1}\left|p_{2}\right| \ldots \mid p_{k}=x^{N}-1 .
$$

Since $N$ is even, $x^{N}-1$ is a square and hence every quotient occurs with even multiplicity. Hence every simple module occurs in $\mathbb{F}^{N}$ with even multiplicity, and the claim follows with Corollary 4.1.27.

Since the condition in Corollary 4.1.28 is not so easy to test, we give in Theorem 4.1.30 a sufficient group theoretic condition on a permutation group $G$ to be contained in the automorphism group of a self-dual code $C \leq \mathbb{F}^{N}$. To this aim write

$$
\{1, \ldots, N\}=B_{1} \dot{\cup} \ldots \dot{\cup} B_{s}
$$

as a disjoint union of $G$-orbits and let $H_{i}:=\operatorname{Stab}_{G}\left(n_{i}\right)$ be the stabilizer in $G$ of some element $n_{i} \in B_{i}(i=1, \ldots, s)$.

Theorem 4.1.30. If for all $i=1, \ldots$, s the index of $H_{i}$ in its normalizer $N_{G}\left(H_{i}\right)$ is even then there is a $G$-invariant self-dual code $C \leq \mathbb{F}^{N}$.

Proof. Let $\left(f_{1}, \ldots, f_{N}\right)$ be the standard basis of $\mathbb{F}^{N}$ such that $\pi \in S_{N}$ maps $f_{j}$ to $f_{j \pi}$ for all $j=1, \ldots, N$. For $1 \leq i \leq s$ let $\eta_{i} \in N_{G}\left(H_{i}\right)-H_{i}$ such that $\eta_{i}^{2} \in H_{i}$. Define

$$
C:=\left\langle\left(f_{n_{i}}+f_{n_{i} \eta_{i}}\right) g: g \in G, 1 \leq i \leq s\right\rangle .
$$

Then $C$ is a $G$-invariant code in $\mathbb{F}^{N}$ and $C=\perp_{i=1}^{s} C_{i}$, where

$$
C_{i}=\left\langle\left(f_{n_{i}}+f_{n_{i} \eta_{i}}\right) g: g \in G\right\rangle,
$$

since the $C_{i}$ have disjoint support. It suffices to show that each $C_{i}$ is a self-dual code in $\mathbb{F}^{B_{i}}$. To see this let $N_{i}:=\left\langle H_{i}, \eta_{i}\right\rangle$ and choose $S_{i} \subset G$ such that

$$
G=\dot{\cup}_{s \in S_{i}} N_{i} s=\dot{\cup}_{s \in S_{i}}\left(H_{i} s \dot{\cup} H_{i} \eta_{i} s\right) .
$$

Then $B_{i}=n_{i} S_{i} \cup n_{i} \eta_{i} S_{i}$ and $\left(f_{n_{i} s}+f_{n_{i} \eta_{i} s}: s \in S_{i}\right)$ is a basis of $C_{i}$ consisting of $\left|S_{i}\right|=\left|B_{i}\right| / 2$ pairwise orthogonal vectors of weight 2 .

Remark 4.1.31. The converse of Theorem 4.1.30 does not hold: Consider $G:=G L_{3}\left(\mathbb{F}_{2}\right)$. Then the subgroup $H:=N_{G}(S)$, for some $S \in \operatorname{Syl}_{7}(G)$, has index 8 and satisfies $\operatorname{Core}_{G}(H):=\cap_{g \in G} g^{-1} H g=\{1\}$. Hence $H$ yields a transitive permutation representation $\Delta: G \rightarrow S_{8}$ with $G \cong \Delta(G)$ and $H \cong \operatorname{Stab}_{\Delta(G)}(1)$. Observe that $H$ is self-normalizing, i.e. $\left[N_{G}(H): H\right]=1$. But $\mathcal{C}_{q}^{k}(\Delta(G))$ contains a self-dual code, namely some permutation of the Hamming code of length 8 with generator matrix

$$
\left(\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{array}\right)
$$

### 4.1.2 Self-dual codes in odd characteristic

Let $\mathbb{F}$ be a finite field of odd characteristic. As in the previous section, we consider $V=\mathbb{F}^{N}$ as a module over the group algebra $\mathbb{F} G$, with $\mathbb{F}$-linear involution $J$ given by $g \mapsto g^{-1}$, for $g \in G$, where $G$ is a permutation group on $N$ points. Again, orthogonality is defined via the standard scalar product, and we investigate the existence of a self-dual $G$-invariant code via the composition factors of $V$. Since in odd characteristic, the image of $(V, \beta)$ in the Witt group $\mathcal{W}(\mathbb{F} G, J)$ can in general not be determined only by the composition factors of $V$ (cf. Theorem 4.1.20), this section provides only necessary group theoretic conditions on $G$ to be contained in the automorphism group of a self-dual code, using Corollary 4.1.26.

Corollary 4.1.32. Let $G \leq S_{N}$ be a permutation group such that char $(\mathbb{F}) \nmid|G|$. If the number of orbits of $G$ is odd then there exists no $G$-invariant self-dual code in $\mathbb{F}^{N}$.

Proof. The condition that $\operatorname{char}(\mathbb{F}) \nmid|G|$ means that $V$ is semisimple, by Maschke's Theorem. Hence the multiplicity of the trivial module in $V$ equals the dimension of the fixed space

$$
\mathcal{F}(V):=\{v \in V \mid v g=v \text { for all } g \in G\} .
$$

Since a vector lies in $\mathcal{F}(V)$ precisely when its coefficients are constant on the orbits of $G$, the dimension of $\mathcal{F}(V)$ equals the number of orbits of $G$, which was assumed to be odd. Hence the trivial module occurs in $V$ with odd multiplicity, and hence by Corollary 4.1.26 there exists no self-dual $G$-invariant code in $V$.

Corollary 4.1.33. Let $G \leq S_{N}$ be a transitive permutation group. If the stabilizer order $\left|\operatorname{Stab}_{G}(\{1\})\right|$ of a point is odd then there exists no self-dual $G$-invariant code $C \leq \mathbb{F}^{N}$.

Proof. Let $S$ be a Sylow-2-subgroup of $G$, then $S$ acts on $\mathbb{F}^{N}$ with orbits of length $|S|$, since $S \cap \operatorname{Stab}_{G}(\{i\})$ is trivial for every $i$, as the intersection of a 2group and a group of odd order. Hence there are

$$
t:=\frac{N}{|S|}=\frac{|G|}{\left|\operatorname{Stab}_{G}(\{1\})\right| \cdot|S|}
$$

orbits, where $t$ is odd since $S$ is a Sylow-2-subgroup. Hence by Corollary 4.1.33 there exists no $S$-invariant self-dual code in $\mathbb{F}^{N}$, and hence in particular there exists no $G$-invariant self-dual code in $\mathbb{F}^{N}$.

In the following Theorem we consider the case where the stabilizer in $G$ of a point is trivial, i.e. $V=\mathbb{F}^{k|G|} \cong \oplus_{i=1}^{k} \mathbb{F} G$ is a $k$-multiple of the regular $\mathbb{F} G$ module, where $k$ is the number of orbits of $G$. For $k=1$, the $G$-invariant codes in $V$ are right ideals in $\mathbb{F} G$. These codes are called group ring codes and have been considered by several authors (cf. [27, 2, 19]). The following Theorem gives, for an arbitrary group $G$, the minimum number $k$ such that $V$ contains a self-dual $G$ invariant code. Note that this number is the order of $[(\mathbb{F} G, \beta)]$ in the Witt group $\mathcal{W}(\mathbb{F} G, J, 1)$ and hence is also the greatest common divisor of all numbers $k$ for which $V$ contains a self-dual $G$-invariant code.

Theorem 4.1.34. Let the $G$-module $V=\mathbb{F}^{k|G|} \cong \oplus_{i=1}^{k} \mathbb{F} G$ be as above. If $|\mathbb{F}| \equiv{ }_{4} 1$ then $V$ contains a self-dual $G$-invariant code if and only if $k$ is even. If $|\mathbb{F}| \equiv_{4}-1$ then $V$ contains a self-dual $G$-invariant code if and only if $k$ is a multiple of 4 .

Proof. Let $S$ be a Sylow-2-subgroup of $G$, and consider $V$ as a module over $\mathbb{F} S$. Since $S$ acts on $V$ with orbits of length $|S|$, there are $t=k[G: S]$ orbits, and as an $\mathbb{F} S$-module, $V \cong \perp_{i=1}^{t} \mathbb{F} S$. Assume that there exists a self-dual $G$-invariant code in $V$. This code is also $S$-invariant and hence the $\mathbb{F} S$-module $V$ is metabolic. The trivial module occurs with multiplicity 1 in the semisimple module $\mathbb{F} S$, and is an orthogonal summand of $\mathbb{F} S$, generated by the all-ones vector in $\mathbb{F} S=\mathbb{F}^{|S|}$. Hence $t$ is a multiple of the order of $(\mathbb{F}, \psi)$, where $\psi$ is a non-degenerate symmetric bilinear form on $\mathbb{F}$. By Proposition 4.1.18, the order of $(\mathbb{F}, \psi)$ equals 2 if -1 is a square in $\mathbb{F}$, i.e. if $|\mathbb{F}| \equiv{ }_{4} 1$, and 4 otherwise. Since $[G: S]$ is odd, this implies that $k$ is even if $|\mathbb{F}| \equiv_{4} 1$, and that $k$ is a multiple of 4 if $|\mathbb{F}| \equiv_{4}-1$. Conversely, the exponent of the Witt group $\mathcal{W}(\mathbb{F} G, J)$ is 2 if $|\mathbb{F}| \equiv_{4} 1,4$ if $|\mathbb{F}| \equiv_{4}-1$, which shows the assertion.

As a corollary we obtain a part of a result by Willems in [27] on group ring codes.

Theorem 4.1.35 (Willems). Let $\mathbb{F}$ be a finite field and $G$ a finite group.
(i) If $\mathbb{F}$ has characteristic 2 then $\mathbb{F} G$ contains a self-dual group code if and only if the order of $G$ is even.
(ii) If $\mathbb{F}$ has odd characteristic then no self-dual group code is contained in $\mathbb{F} G$.

Proof. If $\mathbb{F}$ has characteristic 2 and the order of $G$ is even then $\mathbb{F} G$ contains a self-dual code, according to Theorem 4.1.30. Conversely, if $\mathbb{F} G=\mathbb{F}^{|G|}$ contains a self-dual code $C$ then $|G|=2 \operatorname{dim}(C)$ must be even. If $\mathbb{F}$ has odd characteristic then an application of Corollary 4.1.33, or of Theorem 4.1.34 shows that there exists no self-dual group code in $\mathbb{F} G$.

### 4.2 The Witt group of quadratic forms

Let $\mathbb{F}$ be a finite field of characteristic 2 , and let $G$ be a finite group. Let $V$ be a right module for the group algebra $\mathbb{F} G$.

Definition 4.2.1. $A$ quadratic form on $V$ is a map $q: V \rightarrow \mathbb{F}$ such that $q(v \lambda)=$ $q(v) \lambda^{2}$ for all $v \in V$ and $\lambda \in \mathbb{F}$, and the polar form

$$
\lambda(q): \quad V \times V \rightarrow \mathbb{F}, \quad(v, w) \mapsto q(v+w)-q(v)-q(w)
$$

is bilinear. The form $q$ is called non-degenerate if its polar form is non-degenerate, i.e. if

$$
\alpha_{q}: V \mapsto \operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F}), \quad v \mapsto(w \mapsto \lambda(q)(v, w))
$$

is an isomorphism. The form $q$ is called $G$-invariant if $q(v)=q(v g)$ for all $v \in V$ and $g \in G$. If $q$ is $G$-invariant and non-degenerate then $(V, q)$ is called a quadratic $G$-module. $A G$-isometry between the quadratic $G$-modules $(V, q)$ and $\left(V^{\prime}, q^{\prime}\right)$ is an $\mathbb{F} G$-module isomorphism $\alpha: V \rightarrow V^{\prime}$ such that $q(v)=q^{\prime}(\alpha(v))$ for all $v \in V$.

Remark 4.2.2. The polarization $\beta$ of a quadratic form is symmetric and satisfies $\beta(v, v)=0$ for all $v \in V$. Bilinear forms over a field of characteristic 2 with these properties are called symplectic. The dimension of a vector space carrying a non-degenerate symplectic form is always even. In particular every quadratic $G$-module has even dimension.

Remark 4.2.3. A quadratic form $q$ is non-degenerate if and only if the radical

$$
\operatorname{rad}(q):=\operatorname{rad}(\lambda(q))=\{v \in V \mid \lambda(q)(v, w)=0 \text { for all } w \in V\}
$$

is zero. Moreover, if $q$ is $G$-invariant then so is $\lambda(q)$, i.e. $(V, \lambda(q)) \in \mathfrak{M}(\mathbb{F} G, J, 1)$ is $J$ equivariant in the sense of Definition 4.1.1, where $J$ is the $\mathbb{F}$-linear involution on $\mathbb{F} G$ with $g^{J}=g^{-1}$, for $g \in G$. Hence if $q$ is $G$-invariant and non-degenerate then the map $\alpha_{q}$ is an isomorphism of $\mathbb{F} G$-modules, where $\operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F})$ is a $G$-module via $f g(v)=f\left(v g^{-1}\right)$, for $f \in \operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F}), g \in G$ and $v \in V$. In particular every quadratic $G$-module is self-dual in the sense of Definition 4.1.21.

Remark 4.2.4. In [38], methods of group cohomology are applied to investigate whether a $G$-invariant symplectic form is the polarization of a $G$-invariant quadratic form. In
this context the additive groups of quadratic and symplectic forms on $V$, respectively, are denoted by $S^{2}\left(V^{*}\right)$ and $\Lambda^{2}\left(V^{*}\right)$. These spaces are $G$-modules, via

$$
q[g](v)=q(g v) \text { and } \beta[g](v, w)=\beta(g v, g w)
$$

for $q \in S^{2}\left(V^{*}\right), \beta \in \Lambda^{2}\left(V^{*}\right), v, w \in V$ and $g \in G$. The $G$-invariant forms $\left(S^{2}\left(V^{*}\right)\right)^{G},\left(\Lambda^{2}\left(V^{*}\right)\right)^{G}$ are the $G$-fixed points in these modules. Every symplectic form on $V$ is the polarization of a quadratic form, i.e. the map $\lambda: S^{2}\left(V^{*}\right) \rightarrow \Lambda^{2}\left(V^{*}\right)$ is surjective. (Note that yet, a $G$-invariant symplectic form is not necessarily the polarization of a $G$-invariant quadratic form.) The kernel of $\lambda$ is $\operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)$, where $\mathbb{F}^{(2)}$ is the set $\mathbb{F}$ with scalar multiplication $\alpha \cdot f:=\alpha^{2} f$, for $\alpha \in \mathbb{F}, f \in \mathbb{F}^{(2)}$.

In odd characteristic there is a one-to-one correspondence between $G$ invariant quadratic forms and $G$-invariant symmetric forms, since $\lambda\left(\frac{1}{2}\{\beta\}\right)=\beta$ and $\left\{\frac{1}{2} \lambda(q)\right\}=q$ for every symmetric bilinear form $\beta$ and every quadratic form $q$, and the maps $\lambda$ and $\}$ preserve $G$-invariance. Hence in odd characteristic, the theory of Witt groups of quadratic $G$-invariant forms developed below is a theory of Witt groups of equivariant forms (cf. Section 4.1).

Definition 4.2.5. A submodule $C \leq V$ is called isotropic if $q(c)=0$ for all $c \in C$, and maximally isotropic if there exists no isotropic submodule of $V$ which properly contains $C$. If the zero module $\{0\} \leq V$ is maximally isotropic then $V$ is called anisotropic. If $V$ contains an isotropic submodule $C$ with $2 \operatorname{dim}(C)=\operatorname{dim}(V)$ then $V$ is called metabolic.

A theory of the Witt group of non-degenerate quadratic $G$-modules can be developed analogously to the theory of the Witt group of equivariant $G$-modules in Section 4.1. The orthogonal sum of two quadratic $G$-modules is

$$
(V, q) \perp\left(V^{\prime}, q^{\prime}\right)=\left(V \oplus V^{\prime}, q \perp q^{\prime}\right)
$$

where $\left(q \perp q^{\prime}\right)\left(\left(v, v^{\prime}\right)\right)=q(v)+q^{\prime}\left(v^{\prime}\right)$. This defines a semigroup structure on the set of all quadratic $G$-modules. Define a relation $\sim$ by letting $(V, q) \sim\left(V^{\prime}, q^{\prime}\right)$ if and only if $(V, q) \perp\left(V^{\prime}, q^{\prime}\right)$ is metabolic. It can be shown with the methods in Section 4.1 that $\sim$ is an equivalence relation, and that modulo this relation, the quadratic $G$-modules form a group with the orthogonal sum as composition.

Definition 4.2.6. The quadratic Witt group $\mathcal{W}_{q}(\mathbb{F}, G)$ consists of the $\sim$-equivalence classes $[(V, q)]$ of quadratic $G$-modules $(V, q)$, with multiplication

$$
[(V, q)] \perp\left[\left(V^{\prime}, q^{\prime}\right)\right]=\left[(V, q) \perp\left(V^{\prime}, q^{\prime}\right)\right] .
$$

The class $[(V, q)]$ is also called the Witt Type of $(V, q)$.
Since always $(V, q) \sim(V, q)$, the abelian group $\mathcal{W}_{q}(\mathbb{F} G)$ has exponent 2 , hence is isomorphic to a direct product of cyclic groups of order 2. To give generators for the Witt group, we first investigate which results on the anisotropic representatives of the equivalence classes of equivariant modules (cf. Section 4.1) carry over. The following is straightforward.

Remark 4.2.7. Every element of $\mathcal{W}_{q}(\mathbb{F} G)$ has an anisotropic representative, which is unique up to $G$-isometry.

For the convenience of the reader we give a construction of the anisotropic representative, which is analogous to the one in Lemma 4.1.8.

Remark 4.2.8. Let $(V, q)$ be a quadratic $G$-module and let $C \leq V$ be an isotropic submodule. Then

$$
C \subseteq C^{\perp}=\{v \in V \mid \lambda(q)(v, c)=0 \text { for all } c \in C\}
$$

that is, $C$ is self-orthogonal with respect to the polar form $\lambda(q)$. The module $C^{\perp} / C$ carries again a non-degenerate $G$-invariant quadratic form

$$
\tau_{C}(q): C^{\perp} / C \rightarrow \mathbb{F}, \quad v+C \mapsto q(v)
$$

The quadratic $G$-modules $(V, q)$ and $\left(C^{\perp} / C, \tau_{C}(q)\right)$ are of the same Witt type, and $\left(C^{\perp} / C, \tau_{C}(q)\right)$ is anisotropic if and only if $C$ is maximally isotropic. In particular the dimension of a maximally isotropic submodule $C$ of $V$ is independent from the choice of $C$ and called the Witt index of $V$. Similarly, $\operatorname{dim}\left(C^{\perp} / C\right)$ does not depend on $C$ and is called the Witt defect of $V$.

Remark 4.2.9. Unlike in the case of equivariant forms, an anisotropic quadratic $G$ module is not necessarily semisimple. Assume for instance that $G$ has a subgroup of index 2, i.e. there exists a group epimorphism $G \rightarrow C_{2}$. The space $U=\mathbb{F}^{2}$ is then a right $G$-module, where $G$ acts as $\left\langle\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)\right\rangle \cong C_{2}$ with respect to a basis $\left(b_{1}, b_{2}\right)$ of $U$, and the quadratic form $f$ on $U$ with $f\left(b_{1}\right)=f\left(b_{2}\right)=0$ and $f\left(b_{1}+b_{2}\right)=1$ is non-degenerate and $G$-invariant. The only $G$-invariant proper subspace of $U$ is generated by the anisotropic vector $b_{1}+b_{2}$, and hence $(U, f)$ is anisotropic, but not semisimple.

Let $e \in \mathbb{F} G$ be the central primitive idempotent belonging to the trivial $\mathbb{F} G$ module. Every quadratic $G$-module $(V, q)$ decomposes as $V=V e \perp V(1-e)$, which yields a decomposition

$$
\mathcal{W}_{q}(\mathbb{F} G)=\mathcal{W}_{q}^{0}(\mathbb{F} G) \oplus \mathcal{W}_{q}^{1}(\mathbb{F} G)
$$

into the subgroups $\mathcal{W}_{q}^{0}(\mathbb{F} G)$, generated by the quadratic $G$-modules on which $e$ acts as the identity, and $\mathcal{W}_{q}^{1}(\mathbb{F} G)$, generated by the quadratic $G$-modules annihilated by $e$. The structure of an anisotropic quadratic $G$-module essentially depends on this decomposition.

Remark 4.2.10. (see [38, Prop. 2.4]) If e acts as zero on $V$ then every $G$-invariant symplectic form on $V$ is the polarization of a $G$-invariant quadratic form, which is unique up to $G$-isometry. This yields an isomorphism

$$
\mathcal{W}_{q}^{1}(\mathbb{F} G) \rightarrow \mathcal{W}_{s}((1-e) \mathbb{F} G, J, 1), \quad[(V, q)] \mapsto(V, \lambda(q))
$$

into the subgroup of $\mathcal{W}((1-e) \mathbb{F} G, J, 1)$ formed by the symplectic $J$-equivariant forms, where $J$ is the $\mathbb{F}$-linear involution mapping $g \mapsto g^{-1}$. In particular if $(V, q)$ is anisotropic then it is semisimple, i.e. isomorphic to a direct sum of simple quadratic $G$-modules.

Proof. The proof is based on ideas in [38], using homological algebra, as follows. The short exact sequence

$$
0 \rightarrow \operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right) \rightarrow S^{2}\left(V^{*}\right) \xrightarrow{\lambda} \Lambda^{2}\left(V^{*}\right) \rightarrow 0
$$

gives rise to an exact sequence

$$
0 \rightarrow\left(\operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)\right)^{G} \rightarrow\left(S^{2}\left(V^{*}\right)\right)^{G} \xrightarrow{\lambda}\left(\Lambda^{2}\left(V^{*}\right)\right)^{G} \rightarrow H^{1}\left(G, \operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)\right)
$$

of cohomology groups. If $V$ carries a $G$-invariant symplectic form then $V \cong$ $\operatorname{Hom}_{\mathbb{F}}(V, \mathbb{F}) \cong \operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)$, and hence since $e$ acts as zero on $V$, the group

$$
H^{1}\left(G, \operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)\right) \cong \operatorname{Ext}^{1}\left(\mathbb{F}, \operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)\right) \cong \operatorname{Ext}^{1}(\mathbb{F}, V)
$$

is trivial, and so is $\left(\operatorname{Hom}_{\mathbb{F}}\left(V, \mathbb{F}^{(2)}\right)\right)^{G}=\operatorname{Hom}_{\mathbb{F} G}\left(V, \mathbb{F}^{(2)}\right) \cong \operatorname{Hom}_{\mathbb{F} G}(V, \mathbb{F})$. Hence the above is in fact an exact sequence

$$
0 \rightarrow\left(S^{2}\left(V^{*}\right)\right)^{G} \xrightarrow{\lambda}\left(\Lambda^{2}\left(V^{*}\right)\right)^{G} \rightarrow 0
$$

and hence $\lambda$ is an isomorphism. Moreover, if the quadratic $G$-module $(V, q)$ is anisotropic then so is $(V, \lambda(q))$, since if $C$ were a self-orthogonal submodule of $V$ then $q$ would be linear on $C$, i.e. $q \in \operatorname{Hom}_{\mathbb{F} G}(C, \mathbb{F})=\{0\}$, contradicting the anisotropy of $q$.

Remark 4.2.11. Let $(V, q)$ be an anisotropic quadratic $G$-module and let $C$ be a maximally self-orthogonal submodule of $V$, with respect to $\lambda(q)$. Then either $C=\{0\}$, i.e. the equivariant module $(V, \lambda(q))$ is anisotropic and hence semisimple (cf. Theorem 4.1.11), or $C$ is isomorphic to the trivial module.

Proof. The map $C \rightarrow \mathbb{F}^{(2)}, c \mapsto q(c)$ is linear since $C$ is self-orthogonal with respect to $\lambda(q)$, a $G$-module homomorphism since $q$ is $G$-invariant, and bijective whenever $C$ is not the zero module, due to the anisotropy of $V$. Since $\mathbb{F}^{(2)}$ is isomorphic to the trivial $\mathbb{F} G$-module, the claim follows.

Proposition 4.2.12. Let $(V, q)$ be an anisotropic quadratic $G$-module. The trivial module 1 occurs in $V$ with multiplicity 0 or 2 . In the first case, $V$ is semisimple and in the second case, $V$ is semisimple if and only if $\mathbf{1}$ is a direct summand of $V$.

Proof. Let $C$ be a maximally self-orthogonal submodule of $V$. If $C=\{0\}$ then the claim follows with Remark 4.2.11. Otherwise $C \cong$ 1, again by Remark 4.2.11. In this case $V / C^{\perp} \cong 1$, and $C^{\perp} / C$ is anisotropic with respect to $\lambda(q)$, hence in particular does not contain 1 . Hence in this case 1 occurs in $V$ with multiplicity 2. Assume that $C \cong 1$ is a direct summand in $V$. Then $C^{\perp}$ is a direct summand as well, due to the non-degeneracy of $\lambda(q)$, and hence there is a decomposition

$$
V \cong C \oplus V / C \cong C \oplus C^{\perp} / C \oplus V / C^{\perp}
$$

which proves the assertion.

Definition 4.2.13. A quadratic $G$-module $(V, q)$ is called indecomposable if and only if there is no proper orthogonal decomposition of $(V, q)$ into quadratic $G$-modules.

Remark 4.2.14. Let $S$ be a simple $G$-module. If $S$ carries a non-degenerate $G$-invariant quadratic form $q$ then $q$ is unique, up to $G$-isometry.

Proof. Let $\tilde{q}$ be another non-degenerate $G$-invariant quadratic form on $S$. By Corollary 4.1.16, the polar forms $\lambda(q), \lambda(\tilde{q})$ are isometric, i.e. there exists some $\alpha \in \operatorname{End}_{\mathbb{F} G}(S)$ with $\lambda(q)=\lambda(\tilde{q})[\alpha]$. Hence $q-\tilde{q}[\alpha] \in \operatorname{ker}(\lambda)$ is linear on $S$, and hence either $q-\tilde{q}[\alpha]=0$ or the map $S \rightarrow \mathbb{F}, s \mapsto q(s)-\tilde{q}[\alpha](s)$ is a $G$-module epimorphism. The latter does not hold since $S$ is simple and of even dimension. Hence $q=\tilde{q}[\alpha]$, i.e. $q$ and $\tilde{q}$ are isometric.

Lemma 4.2.15. Let $(V, q)$ be an anisotropic quadratic $G$-module. Then there exists an orthogonal decomposition of $V$ into indecomposable quadratic $G$-modules, which are all indecomposable as $\mathbb{F} G$-modules and of which either all or all except for one are simple. This decomposition is unique up to $G$-isometry and permutation of the summands.

Proof. If the trivial module does not occur in $V$ then the claim follows with Proposition 4.2.12. Otherwise there exists an isotropic submodule $C$ of $V$, which is isomorphic to the trivial module. If $D$ is another submodule of $V$ with these properties then the anisotropy of $V$ enforces that $C \cap D^{\perp}=\{0\}=D \cap C^{\perp}$, and hence $V=(C \oplus D) \perp(C \oplus D)^{\perp}$ is an orthogonal decomposition of $V$. The summand $C \oplus D$ is indecomposable as a quadratic $G$-module, but not simple as a $G$-module, and the summand $(C \oplus D)^{\perp}$ does not contain the trivial module, by Proposition 4.2.12, hence is as in the previous case. It remains to consider the case when $C$ is the unique nonzero self-orthogonal submodule of $V$. Every other simple submodule $S$ of $V$ has $S \cap S^{\perp}=\{0\}$, hence is an orthogonal summand of $V$. Hence $V$ is the orthogonal sum of some simple quadratic $G$-modules and a quadratic $G$-module with a unique minimal submodule, which in particular is indecomposable, but not semisimple. For the uniqueness, note that this decomposition is unique up to permutation and $\mathbb{F} G$-module isomorphism, due to the Krull-Schmidt Theorem, and the uniqueness up to $G$-isometry follows from Remark 4.2.14 together with Witt's Theorem on the extension of isometries.

Remark 4.2.16. Let $(V, q)$ be an anisotropic indecomposable quadratic $G$-module. Then one of the following holds:
(i) $V$ is simple,
(ii) The group $G$ acts trivially on $V$, and $(V, q)$ has Witt Type $\left[\left(\mathbb{F}^{2}, N\right)\right]$, where $N$ is the Norm form, i.e. if $\mathbb{F}=\mathbb{F}_{q}$ then $q: \mathbb{F}^{2} \cong \mathbb{F}_{q^{2}} \rightarrow \mathbb{F}, x \mapsto x^{q+1}$,
(iii) $V$ contains a unique minimal submodule $C$, which is isomorphic to the trivial module, and the quotient $C^{\perp} / C$ is a direct sum of simple $G$-modules with a non-trivial first cohomology group, which carry a non-degenerate $G$-invariant symplectic form, but no non-degenerate $G$-invariant quadratic form.

Proof. Except for the description of the situation (iii), everything has been done in Lemma 4.2.15. Assume that $V$ has a unique minimal submodule $C$, which is isomorphic to the trivial module. The quotient $C^{\perp} / C$ is then anisotropic with respect to $\lambda(q)$ and hence semisimple. Moreover, the extension

$$
C \rightarrow C^{\perp} \rightarrow C^{\perp} / C
$$

does not split since $C$ is the unique minimal submodule of $V$. Hence all the summands $S$ of $C^{\perp} / C$ have a non-trivial first cohomology group. Now let $U:=S+C$, and consider the commutative diagram

$$
\begin{array}{ccc}
\left\{q \in S^{2}\left(U^{*}\right)^{G} \mid C \leq \operatorname{rad}(q)\right\} & \xrightarrow{\lambda} & \left\{\beta \in \Lambda^{2}\left(U^{*}\right)^{G} \mid C \leq \operatorname{rad}(\beta)\right\} \\
\tau_{C} \uparrow & \downarrow \iota_{C} \\
S^{2}\left(S^{*}\right)^{G} & \xrightarrow{\lambda} & \Lambda^{2}\left(S^{*}\right)^{G},
\end{array}
$$

where $\tau_{C}$ is as in Remark 4.2.8, and $\iota_{C}(\beta)(v+C, w+C)=\beta(v, w)$ for all $v, w \in U$. Assume that $S$ carries a non-degenerate $G$-invariant quadratic form $f$, then by Corollary 4.1 .16 we may assume that $\lambda(f)=\iota_{C}\left(\lambda\left(q^{\prime}\right)\right)$. Since the vertical arrows in the above diagram are bijections, this implies that $\lambda\left(\tau_{C}(f)\right)=\lambda\left(q^{\prime}\right)$. Hence $\tau_{C}(f)-$ $q^{\prime}$ is linear on $U$, and $C$ lies in the kernel of this homomorphism. But $\tau_{C}(f)(C)=$ $\{0\}$, whereas $C$ is anisotropic with respect to $q^{\prime}$, a contradiction. Hence there exists no non-degenerate $G$-invariant quadratic form on $S$.

Example 4.2.17. If the group $G$ is trivial then $\mathcal{W}_{q}(\mathbb{F})=\mathcal{W}_{q}(\mathbb{F}, G)$ is the classical Witt group of quadratic forms over $\mathbb{F}$. This group is cyclic of order 2 , since every anisotropic quadratic $G$-module has Witt Type $\left[\left(\mathbb{F}^{2}, N\right)\right]$ (cf. Remark 4.2.16), and this element has order 2.

Remark 4.2.18. (cf. Remark 4.1.25) Every simple self-dual $G$-module occurs in the quadratic $G$-module $(V, q)$ with the same parity as in the anisotropic representative of ( $V, q$ ).

If the quadratic form $q$ is $G$-invariant then $G$ is naturally embedded into the orthogonal group $O(V, q)$. In this context one may consider the Dickson invariant of an element of $G$ (cf. Definition 3.1.8), which yields the following generalization of Theorem 3.2.7.

Theorem 4.2.19. A quadratic $G$-module $(V, q)$ is metabolic if and only if the following three conditions are fulfilled:
(a) As a quadratic vector space, $(V, q)$ has Witt defect 0 ,
(b) every simple self-dual $G$-module occurs in $V$ with even multiplicity,
(c) G lies in the kernel of the Dickson invariant.

Proof. Assume that $(V, q)$ is metabolic. Then clearly condition (a) is fulfilled, and it follows from the fact that $(V, \lambda(q))$ is metabolic together with Theorem 4.1.27 that condition (b) is also fulfilled. Moreover, there exists a $G$-invariant isotropic subspace $C$ of $V$, i.e. $\operatorname{dim}(C / C \cap C g)=0$ and hence condition (c) is satisfied as well, by Corollary 3.1.12.

Conversely, assume that all three conditions are satisfied, and let $\left(V^{\prime}, q^{\prime}\right)$ be the anisotropic representative of $(V, q)$ in the Witt group $\mathcal{W}_{q}(\mathbb{F} G)$. If $\left(V^{\prime}, q^{\prime}\right)$ is the orthogonal sum of simple equivariant $A$-modules then every summand occurs with multiplicity 2, by condition (b) and Remark 4.2.18. Due to Remark 4.2.14, in this case $\left(V^{\prime}, q^{\prime}\right)$ is zero, i.e. $(V, q)$ is metabolic. Otherwise by Lemma 4.2.15, $V^{\prime}=V_{1}^{\prime} \perp V_{2}^{\prime}$ is the orthogonal sum of an indecomposable quadratic $G$-module $V_{1}^{\prime}$ which is not semisimple and a quadratic $G$-module $V_{2}^{\prime}$, which is itself the orthogonal sum of simple quadratic $G$-modules. By Remark 4.2.16, every simple module which occurs in $V_{1}^{\prime}$ does not occur in $V_{2}^{\prime}$, and vice versa. Hence due to condition (b), $V_{2}^{\prime}$ is zero and either $\left(V^{\prime}, q^{\prime}\right)$ is zero or it is isometric to the space $(U, f)$ given in Remark 4.2.9. In the latter case there exists a $G$-invariant isotropic subspace $C$ of $V$ with $\left(C^{\perp} / C, \iota_{C}(q)\right) \cong(U, f)$. Again by Remark 4.2.9 there exists a nonzero vector $u \in C^{\perp}-C$ such that the vector space $E:=\langle C, c\rangle$ is isotropic of codimension 2, but $\operatorname{dim}(E / E \cap E g)=1$ for some $g \in G$ and hence $D(g)=-1$, contradicting condition (c). Hence ( $V, q$ ) is metabolic.

### 4.3 The Witt group of a form ring

Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring with associated involution $J$. Recall that throughout this thesis, the ring $R$ is assumed to be finite. A finite representation of $R$ is given by a finite $R$-module $V$, which carries biadditive as well as quadratic forms (cf. Definition 2.1.6). A subspace of $V$ is called isotropic if it is both self-orthogonal with respect to the biadditive forms and isotropic with respect to the quadratic forms (cf. Definition 2.1.17). This notion of isotropy gives rise to the notion of the Witt group of a form ring (cf. Definition 4.3.2), for which a theory is developed analogously to the theory for the Witt group of equivariant or quadratic forms (see also [33, Ch. 4]).

The biadditive and quadratic forms in a representation are mapped to each other by the structure maps

$$
\begin{gathered}
\lambda: \operatorname{Quad}(V, \mathbb{Q} / \mathbb{Z}) \rightarrow \operatorname{Bil}(V, \mathbb{Q} / \mathbb{Z}), \quad q \mapsto((v, w) \mapsto q(v+w)-q(v)-q(w)), \\
\}: \operatorname{Bil}(V, \mathbb{Q} / \mathbb{Z}) \rightarrow \operatorname{Quad}(V, \mathbb{Q} / \mathbb{Z}), \psi \mapsto(v \mapsto \psi(v, v)) .
\end{gathered}
$$

If the map $\}$ is surjective then isotropy is equivalent with self-orthogonality with respect to the biadditive forms. Conversely, if the map $\lambda$ is surjective then isotropy is defined only through the quadratic forms. It will be shown in Lemma 4.3.6 that if $\mathcal{R}$ is a form ring over a finite field and $\lambda$ is injective then one of the above structure maps is surjective, and the Witt group of $\mathcal{R}$ is isomorphic to a Witt group of equivariant or quadratic forms, which have been investigated in the preceding two sections.

For general finite rings, it is shown that $\mathcal{W}(R)$ is finite. This shows in particular that if $T$ is a finite representation of $\mathcal{R}$ then there exists some minimal finite length $N$ such that there exists a self-dual Type $T$ code of length $N$, and every length for which there exists a self-dual Type $T$ code is a multiple of $N$. Moreover, the finiteness of $\mathcal{W}(\mathcal{R})$ provides a proof of finiteness for the Clifford-Weil group $\mathcal{C}(T)$ in the next chapter.

Definition 4.3.1. The orthogonal sum (cf. Definition 2.1.16) defines a semigroup structure on the set $\mathcal{T}(\mathcal{R})$ of all finite representations of $\mathcal{R}$. An element $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right) \in$ $\mathcal{T}(\mathcal{R})$ is called metabolic if there exists a self-dual Type $T$ code in $V$. Define a relation on $\mathcal{T}(\mathcal{R})$ by letting $T \sim T^{\prime}$ if and only if $T \perp-T^{\prime}$ is metabolic.

With the same methods as in the case of equivariant forms, one verifies that $\sim$ is an equivalence relation and hence modulo this relation, the set $\mathcal{T}(\mathcal{R})$ is a group.

Definition 4.3.2. The Witt group $\mathcal{W}(\mathcal{R})$ contains the $\sim$-equivalence classes $[T]$ of finite representations $T \in \mathcal{T}(\mathcal{R})$, with multiplication

$$
[T] \perp\left[T^{\prime}\right]=\left[T \perp T^{\prime}\right] .
$$

The equivalence class $[T]$ is also called the Witt Type of $T$.
In analogy with Lemma 4.1.8 we construct a representative of $[T]$, which is always anisotropic, i.e. contains no nonzero isotropic code.

Remark 4.3.3. Every Type $T$ code $C$ in $V$ induces a well-defined quotient representation

$$
T / C:=\left(C^{\perp} / C, \rho_{M} / C, \rho_{\Phi} / C, \beta / C\right),
$$

with structure maps

$$
\begin{gathered}
\rho_{M} / C: M \rightarrow \operatorname{Bil}\left(C^{\perp} / C, \mathbb{Q} / \mathbb{Z}\right), \quad m \mapsto\left((v+C, w+C) \mapsto \rho_{M}(m)(v, w)\right), \\
\rho_{\Phi} / C: \Phi \rightarrow \operatorname{Quad}\left(C^{\perp} / C, \mathbb{Q} / \mathbb{Z}\right), \quad \phi \mapsto\left(v+C \mapsto \rho_{\Phi}(\phi)(v)\right), \\
\beta / C:=\left(\rho_{M} / C\right)(\psi(1)) .
\end{gathered}
$$

Then $[T]=[T / C]$ in the Witt group $\mathcal{W}(\mathcal{R})$, and $T / C$ is anisotropic if and only if $C$ is maximally Type $T$, i.e. there exists no Type $T$ code which properly contains $C$.

Proof. That $T / C$ is well-defined follows immediately from the isotropy of the code $C$. Since

$$
\left\{\left(c^{\prime}+C, c^{\prime}\right) \mid c^{\prime} \in C^{\perp}\right\} \subseteq C^{\perp} / C \oplus V
$$

is a self-dual Type $(T / C \perp-T)$ code, the elements $[T / C]=[T]$. Moreover, the nonzero Type $T / C$ codes correspond to the Type $T$ codes which properly contain $C$, hence $T / C$ is anisotropic if and only if $C$ is maximally Type $T$.

In analogy with Theorem 4.1.9, one may show that
Theorem 4.3.4. Every element of $\mathcal{W}(\mathcal{R})$ has an anisotropic representative, which is unique, up to form isometry.

In the rest of this section the following theorem is proven, which claims that up to equivalence, the form ring $\mathcal{R}$ has only finitely many representations.

Theorem 4.3.5. $\mathcal{W}(\mathcal{R})$ is a finite group.
Theorem 4.3 .5 will first be proven for form rings over finite fields, which yields the claim of the theorem for form rings over matrix rings over fields (cf. Theorem 4.3.17), and finally for general finite rings.

Lemma 4.3.6. If $\mathcal{R}$ is a form ring over a finite field $\mathbb{F}$ such that the associated map $\lambda$ is injective then $\mathcal{W}(\mathcal{R})$ is a finite group. More precisely, $\mathcal{W}(\mathcal{R})$ is isomorphic to a Witt group of equivariant forms in the sense of Section 4.1, or isomorphic to a Witt group of quadratic forms in the sense of Example 4.2.17.

Proof. Let $\mathcal{R}=(\mathbb{F}, M=\mathbb{F}, \psi, \Phi)$. If $\Phi=\{0\}$ then the map $\}$ is surjective, and for a representation $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$, isotropy of subspaces is equivalent with self-orthogonality with respect to $\beta$. Moreover, in this case

$$
\beta(v, f v)=\left\{\rho_{M}(\psi(f))\right\}(v)=\rho_{\Phi}(\{\psi(f)\})(v)=0
$$

for all $f \in \mathbb{F}$ and all $v \in V$ and hence in this case $\mathcal{R}$ has no nonzero anisotropic representations, i.e. $\mathcal{W}(\mathcal{R})$ is trivial. If $\mathbb{F}$ has odd characteristic then, too, $\}$ is surjective, which is seen as follows. The associated involution $J$ is a field automorphism of order 1 or 2 of $\mathbb{F}$, since $f^{J^{2}}=\varepsilon^{J} f^{J^{2}} \varepsilon=f$ for all $f \in \mathbb{F}$ (cf. Lemma 2.1.11). If $J: \mathbb{F}=\mathbb{F}_{r^{2}} \rightarrow \mathbb{F}, f \mapsto f^{r}$ has order 2 then the map

$$
\theta: \mathbb{F} \rightarrow\left\{y \in \mathbb{F} \mid y^{J}=y\right\}, \quad x \mapsto x^{J} x
$$

is surjective, and $\varepsilon=\alpha^{r-1}$, for some $\alpha \in \mathbb{F}$. Since rescaling of $\mathcal{R}$ (cf. Definition 2.1.14) leaves the set $\mathcal{T}(\mathcal{R})$ invariant, we may assume that $\varepsilon=1$, after rescaling with $\alpha^{-1}$. Likewise, if $J$ is the identity then $\varepsilon$ satisfies $\varepsilon^{2}=1$ and hence $\varepsilon \in$ $\{1,-1\}$. The assumption that $\varepsilon=-1$ yields the contradiction

$$
\lambda(\phi)=\tau(\lambda(\phi))=\tau\left(\psi\left(\psi^{-1}(\lambda(\phi))\right)\right)=\psi\left(-\psi^{-1}(\lambda(\phi))\right)=-\lambda(\phi) .
$$

Hence we may assume that $\varepsilon=1$ if $\mathbb{F}$ has odd characteristic. Now assume that $J$ has order 2. Since $\lambda\left(\left\{\lambda\left(\phi^{\prime}\right)\right\}\right)=\lambda\left(2 \phi^{\prime}\right)$ and $\lambda$ is injective, $\left\{\lambda\left(\phi^{\prime}\right)\right\}=2 \phi^{\prime}$ for all $\phi^{\prime} \in \Phi$. Hence if $f \in \mathbb{F}$ with $\theta(f)=f^{r} f=2^{-1}$ then

$$
\left\{\lambda\left(\phi^{\prime}[f]\right)\right\}=\left\{2^{-1} \lambda\left(\phi^{\prime}\right)\right\}=\phi^{\prime}
$$

which shows the surjectivity of $\}$ in this case. If $J$ is the identity then $\tau(\psi(f))=$ $\tau\left(\psi\left(f^{J}\right)\right)=\tau(\psi(f))$ for all $f \in \mathbb{F}$, i.e. $\tau$ is the identity on $M$. This implies $\lambda(\{m\})=m+\tau(m)=2 m$ for all $m \in M$, i.e. here $\}$ is surjective, too. Hence in either of the two cases, $\rho_{\Phi}$ is determined by $\rho_{M}$, which itself is determined by $\beta$. Hence $T$ is uniquely determined by $(V, \beta)$, and isotropy of subspaces of $V$ is equivalent with self-orthogonality with respect to $\beta$. The form $\beta$ takes values in $\frac{1}{p} \mathbb{Z} / \mathbb{Z} \cong \mathbb{F}_{p}$, where $p$ is the characteristic of $\mathbb{F}$, and $\beta$ is $\mathbb{F}_{p}$-linear since it is biadditive. Since the prime field $\mathbb{F}_{p}$ is fixed by the automorphism $J$, the pair $(V, \beta)$ may
be viewed as an equivariant $\mathbb{F}$-module, where $\mathbb{F}$ is viewed as an $\mathbb{F}_{p}$-algebra. This yields a group isomorphism

$$
\mathcal{W}(\mathcal{R}) \rightarrow \mathcal{W}(\mathbb{F}, J, 1), \quad\left[\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)\right] \mapsto[(V, \beta)]
$$

into the finite Witt group of equivariant forms over $\mathbb{F}$, which is known to be finite (cf. Corollary 4.1.20). Hence the assumption follows in the case where $\mathbb{F}$ has odd characteristic. Now assume that $\mathbb{F}$ has characteristic 2 , and that $\Phi \neq\{0\}$. Then $T$ is uniquely determined by $\rho_{\phi}(\phi)$, for any nonzero element $\phi \in \Phi$, which is seen as follows. Since

$$
\beta(v, w)=\rho_{M}(\lambda(\phi))\left(v,\left(\psi^{-1}(\lambda(\phi))\right)^{-1} w\right)=\lambda\left(\rho_{\Phi}(\phi)\right)\left(v,\left(\psi^{-1}(\lambda(\phi))\right)^{-1} w\right)
$$

for all $v, w \in V$, the map $\rho_{M}$ is determined by $\rho_{\Phi}(\phi)$. Assume that $J$ has order 2, then, as in odd characteristic, we may assume that $\varepsilon=1$ after rescaling. Moreover, the $\operatorname{map} \theta$ from above is surjective to the subfield of index 2 of $\mathbb{F}$, and hence

$$
\operatorname{Im}(\lambda) \subseteq\{m \in M \mid \tau(m)=m\}=\left\{\psi(f) \mid f \in \mathbb{F}, f^{r}=f\right\}=\psi(\operatorname{Im}(\theta))
$$

i.e. $|\Phi|=|\operatorname{Im}(\lambda)| \leq|\operatorname{Im}(\theta)|$. On the other hand,

$$
\begin{equation*}
\psi^{-1}(\lambda(\phi[f]))=f^{J} \psi^{-1}(\lambda(\phi)) f=\theta(f) \psi^{-1}(\lambda(\phi)) \tag{4.1}
\end{equation*}
$$

for every $f \in \mathbb{F}$, i.e. $|\operatorname{Im}(\theta)| \leq|\phi[\mathbb{F}]|$, and hence there is a chain

$$
|\operatorname{Im}(\theta)| \leq|\phi[\mathbb{F}]| \leq|\Phi| \leq|\operatorname{Im}(\theta)|
$$

in which equality holds. In particular $\phi[\mathbb{F}]=\Phi$. Moreover,

$$
\lambda(\{\psi(f)\})=\psi(f)+\tau(\psi(f))=\psi\left(f+f^{r}\right)=\psi\left(\operatorname{Trace}_{\mathbb{F} / \mathbb{F}_{r}}(f)\right)
$$

and hence $\left|\operatorname{Im}\left(\})\left|\geq\left|\operatorname{Im}\left(\operatorname{Trace}_{\mathbb{F} / \mathbb{F}_{r}}\right)\right|=r\right.\right.\right.$. On the other hand,

$$
\mid \operatorname{Im}((\{ \})|\leq|\Phi|=|\operatorname{Im}(\theta)|=r
$$

and hence $|\operatorname{Im}(\})|=r=|\Phi|$, i.e. $\}$ is surjective. Hence again $\mathcal{W}(\mathcal{R})$ is isomorphic to a Witt group of equivariant forms, of the $\mathbb{F}_{2}$-algebra $\mathbb{F}$, and hence $\mathcal{W}(\mathcal{R})$ is cyclic of order 2.

It remains to consider the case where $\mathbb{F}$ has characteristic 2 and $J$ is the identity. Equation (4.1) shows that $|\Phi|=|\phi[\mathbb{F}]|=|\mathbb{F}|=|M|$, i.e. in this case $\lambda$ is bijective and, again, $\phi[\mathbb{F}]=\Phi$. Hence $T$ is uniquely determined by the pair $\left(V, \rho_{\Phi}(\phi)\right)$, and isotropy of subspaces is equivalent with isotropy with respect to $\rho_{\Phi}(\phi)$. Moreover, $\varepsilon^{2}=1$ and hence $\varepsilon=1$, and hence $\tau$ is the identity on $M$, as seen in the case where $\mathbb{F}$ has odd characteristic. This implies $\lambda(\{m\})=m+\tau(m)=m+m=0$ for all $m \in M$ and hence $\{M\}=\{0\}$, due to the injectivity of $\lambda$. This yields

$$
\rho_{M}(\psi(f))(v, v)=\left\{\rho_{M}(\psi(f))\right\}(v)=\rho_{\Phi}(\{\psi(f)\})(v)=0
$$

for all $v \in V$ and $f \in \mathbb{F}$. Hence $\rho_{\Phi}(\phi)$ takes values in $\frac{1}{2} \mathbb{Z} / \mathbb{Z} \cong \mathbb{F}_{2}$, since

$$
2 \rho_{\Phi}(\phi)(v)=\rho_{\Phi}(\phi)(v)+\rho_{\Phi}(\phi)(v)=\rho_{\Phi}(\phi)(v+v)-\lambda\left(\rho_{\Phi}(\phi)\right)(v, v)=0
$$

for all $v \in V$. Hence $\left(V, \rho_{\Phi}(\phi)\right)$ is a quadratic vector space over $\mathbb{F}_{2}$. This yields a group monomorphism

$$
\mathcal{W}(\mathcal{R}) \rightarrow \mathcal{W}_{q}\left(\mathbb{F}_{2}\right), \quad\left[\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)\right] \mapsto\left[\left(V, \rho_{\Phi}(\phi)\right)\right]
$$

into the Witt group of quadratic forms over $\mathbb{F}_{2}$. Note that this map is welldefined since the quadratic spaces $(V, \phi)$ and $\left(V, \phi^{\prime}=\phi[f]\right)$ are isometric whenever $\phi^{\prime} \in \Phi$ is nonzero. Now the quadratic vector space $\left(\mathbb{F}_{r^{2}}, N\right)$ over $\mathbb{F}_{2}$, with $N(f)=\operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{2}}\left(x^{r+1}\right)$ for all $f \in \mathbb{F}_{r^{2}}$, induces a nonzero anisotropic representation $\left(V, \rho_{M}, \rho_{\Phi}, \lambda(q)\right)$ of $\mathcal{R}$, where $\rho_{M}$ is determined by $\lambda(q)$ and $\rho_{\Phi}$ is given by the condition $\rho_{\Phi}\left(\lambda^{-1}(\psi(1))\right)=q$. Since $\mathcal{W}_{q}\left(\mathbb{F}_{2}\right)$ is cyclic of order 2 , this implies the surjectivity of the above monomorphism. Hence if $\mathbb{F}$ has characteristic 2 and $J$ is the identity then $\mathcal{W}(\mathcal{R})$ is isomorphic to the Witt group of quadratic forms over $\mathbb{F}_{2}$.

In order to generalize Lemma 4.3.6 to arbitrary form rings over finite fields, we change to a quotient form ring $\mathcal{R} / \mathcal{I}_{\lambda}$, to which Lemma 4.3.6 applies. Lemma 4.3.12 states that $\mathcal{W}\left(\mathcal{R} / \mathcal{I}_{\lambda}\right)$ has finite index in $\mathcal{W}(\mathcal{R})$.

Definition 4.3.7. $A$ form ideal in $\mathcal{R}$ is a pair $\mathcal{I}=(I, \Gamma)$, where $I$ is an ideal in $R$ and $\Gamma$ is a submodule of $\Phi$ with $\{\psi(I)\}+\Phi[I] \subseteq \Gamma \subseteq \Phi$ and $\lambda(\Gamma) \subseteq \psi(I)$.
Remark 4.3.8. Let $I$ be an ideal in $R$ with $I^{J}=I$. Then $\mathcal{I}_{I}:=\left(I, \lambda^{-1}(\psi(I))\right)$ is a form ideal in $\mathcal{R}$. In particular $\mathcal{I}_{\lambda}:=(0, \operatorname{ker}(\lambda))$ is a form ideal. On the other hand, if $(I, \Gamma)$ is a form ideal then $I^{J}=I$.

Proof. Assume that $I^{J}=I$. The only non-trivial step in showing that $\mathcal{I}_{I}$ is a form ideal is to show that $\{\psi(I)\} \subseteq \lambda^{-1}(\psi(I))$, as follows. Let $i \in I$, then

$$
\tau(\psi(i))=\tau(\psi(1)(1 \otimes i))=\tau(\psi(1))(i \otimes 1)=\psi(\epsilon)(i \otimes 1)=\psi\left(i^{J} \epsilon\right) \in \psi(I)
$$

and hence $\lambda(\{\psi(i)\})=\psi(i)+\tau(\psi(i)) \in \psi(I)$ since $i^{J} \in I$. Conversely, let $(I, \Gamma)$ be a form ideal and let $i \in I$. Then by definition $\lambda(\{\psi(i)\})=\psi(i)+\tau(\psi(i)) \in \psi(I)$. Hence $\tau(\psi(i))=\tau\left(\psi(1)\left(i^{J} \otimes 1\right)\right)=\tau(\psi(1))\left(1 \otimes i^{J}\right) \in \psi(I)$ and hence

$$
\psi^{-1}\left(\tau(\psi(1))\left(1 \otimes i^{J}\right)\right)=\psi^{-1}(\tau(\psi(1))) i^{J}=\varepsilon i^{J} \in I
$$

Since $\varepsilon \in R$ is a unit, the latter implies that $i^{J} \in I$. Hence $I^{J}=I$, since $J$ is bijective.

Example 4.3.9. Let rad $R$ be the Jacobson radical of $R$, i.e. the intersection of all maximal right ideals in $R$. The tuple $\operatorname{rad}(\mathcal{R}):=\left(\operatorname{rad} R, \lambda^{-1}(\psi(\operatorname{rad} R))\right)$ is a form ideal, called the radical of $\mathcal{R}$.

Proof. The involution $J$ induces a bijection between the set $\mathcal{M}_{R}$ of all maximal right ideals and the set ${ }_{R} \mathcal{M}$ of all maximal left ideals in $R$, and hence

$$
(\operatorname{rad} R)^{J}=\left(\cap_{I \in \mathcal{M}_{R}} I\right)^{J}=\cap_{I \in \mathcal{M}_{R}} I^{J}=\cap_{I^{\prime} \in \mathcal{R} \mathcal{M}} I^{\prime}=\operatorname{rad} R
$$

Hence $(\operatorname{rad} R)^{J}=\operatorname{rad} R$, and the claim follows with Remark 4.3.8.

Definition 4.3.10. The quotient form ring of $\mathcal{R}$ by the form ideal $\mathcal{I}=(I, \Gamma)$ is

$$
\mathcal{R} / \mathcal{I}:=\left(R / I, M / \psi(I), \psi_{\mathcal{I}}, \Phi / \Gamma\right),
$$

where $\psi_{\mathcal{I}}: R / I \rightarrow M / \psi(I), r+I \mapsto \psi(r)+\psi(I)$, and structure maps

$$
\begin{gathered}
\{\quad\}_{\mathcal{I}}: M / \psi(I) \rightarrow \Phi / \Gamma, \quad m+\psi(I) \mapsto\{m\}+\Gamma, \\
\lambda_{\mathcal{I}}: \Phi / \Gamma \rightarrow M / \psi(I), \quad \phi+\Gamma \mapsto \lambda(\phi)+\psi(I) .
\end{gathered}
$$

The associated antiautomorphism $J_{\mathcal{I}}$ of $R / I$ is given by $(r+I)^{J_{\mathcal{I}}}=r^{J}+I$.
Example 4.3.11. (i) Let the form ideal $\mathcal{I}_{\lambda}$ be as in Remark 4.3.8. In the quotient form ring $\mathcal{R} / \mathcal{I}_{\lambda}$, the map $\lambda_{\mathcal{I}_{\lambda}}$ is injective since $\lambda_{\mathcal{I}_{\lambda}}(\phi+\operatorname{ker}(\lambda))=\lambda(\phi)$ for all $\phi \in \Phi$. The representations of $\mathcal{R} / \mathcal{I}_{\lambda}$ correspond to the representations of $\mathcal{R}$ with $\operatorname{ker}(\lambda) \subseteq$ $\operatorname{ker}\left(\rho_{\Phi}\right)$.
(ii) The annihilator $\operatorname{Ann}_{\mathcal{R}}(T)=\left(\operatorname{Ann}_{R}(V), \operatorname{ker}\left(\rho_{\Phi}\right)\right)$ of a representation $T$ is a form ideal in $\mathcal{R}$. If $\mathcal{I} \subseteq \operatorname{Ann}_{\mathcal{R}}(T)$ is a form ideal then $T$ is also a representation of the quotient form ring $\mathcal{R} / \mathcal{I}$, sometimes denoted by $T_{\mathcal{I}}$ to indicate the change of form rings. If $\operatorname{Ann}_{\mathcal{R}}(T)=(0,0)$ then $T$ is called faithful. Clearly $T_{\operatorname{Ann}_{\mathcal{R}}(T)}$ is always a faithful representation of $\mathcal{R} / \operatorname{Ann}_{\mathcal{R}(T)}$.

Lemma 4.3.12. The Witt group $\mathcal{W}(\mathcal{R})$ has a subgroup isomorphic to $\mathcal{W}\left(\mathcal{R} / \mathcal{I}_{\lambda}\right)$, which is of finite index.

Proof. Let $T$ be a finite representation of $\mathcal{R}$ and let $\phi^{\prime} \in \operatorname{ker}(\lambda)$. Then $\lambda\left(\rho_{\Phi}\left(\phi^{\prime}\right)\right)=\rho_{M}\left(\lambda\left(\phi^{\prime}\right)\right)=0$, i.e. $\rho_{\Phi}\left(\phi^{\prime}\right)$ is additive on $V$. Hence due to the nondegeneracy of $\beta$, there exists some $\alpha_{T}\left(\phi^{\prime}\right) \in V$ with

$$
\rho_{\Phi}\left(\phi^{\prime}\right)(v)=\beta\left(\alpha_{T}\left(\phi^{\prime}\right), v\right)
$$

for every $v \in V$. One easily verifies that $\alpha_{T}\left(\phi^{\prime}[r]\right)=\varepsilon r^{J} \alpha_{T}\left(\phi^{\prime}\right)$ for every $r \in R$ and hence $\alpha_{T}(\operatorname{ker}(\lambda))$ is an $R$-submodule of $V$. Define an abelian group homomorphism $\zeta: \mathcal{W}(\mathcal{R}) \rightarrow \operatorname{Hom}_{\mathbb{Z}}(\Phi, \operatorname{Quad}(\operatorname{ker}(\lambda), \mathbb{Q} / \mathbb{Z}))$ by

$$
\zeta([T])(\phi)=\phi^{\prime} \mapsto \rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right) .
$$

To show that $\zeta$ is well-defined, i.e. that $\rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right)$ does not depend on the chosen representative $T$, let $T^{\prime}=\left(V^{\prime}, \rho_{M}^{\prime}, \rho_{\Phi}^{\prime}, \beta^{\prime}\right)$ be another representative of $[T]$. If $C$ is a self-dual Type $T \perp-T^{\prime}$ code in $V \perp V^{\prime}$ then

$$
\begin{aligned}
\left(\beta \perp-\beta^{\prime}\right)\left(\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T^{\prime}}\left(\phi^{\prime}\right)\right),\left(c, c^{\prime}\right)\right) & =\beta\left(\alpha_{T}\left(\phi^{\prime}\right), c\right)-\beta^{\prime}\left(\alpha_{T^{\prime}}\left(\phi^{\prime}\right), c^{\prime}\right) \\
=\rho_{\Phi}\left(\phi^{\prime}\right)(c)-\rho_{\Phi}^{\prime}\left(\phi^{\prime}\right)\left(c^{\prime}\right) & =\left(\rho_{\Phi} \perp-\rho_{\Phi}^{\prime}\right)\left(\phi^{\prime}\right)\left(c, c^{\prime}\right)=0
\end{aligned}
$$

for all $\left(c, c^{\prime}\right) \in C$, and hence $\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T^{\prime}}\left(\phi^{\prime}\right)\right) \in C$. Hence due to the isotropy of $C$,

$$
\rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right)-\rho_{\Phi}^{\prime}(\phi)\left(\alpha_{T^{\prime}}\left(\phi^{\prime}\right)\right)=\left(\rho_{\Phi} \perp-\rho_{\Phi}^{\prime}\right)(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T^{\prime}}\left(\phi^{\prime}\right)\right)=0 .
$$

Moreover, $\zeta$ respects orthogonal sums since always $\alpha_{T \perp T^{\prime}}\left(\phi^{\prime}\right)=\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T^{\prime}}\left(\phi^{\prime}\right)\right)$, and hence is a well-defined homomorphism. In what follows it is shown that $\operatorname{ker}(\zeta) \cong W\left(\mathcal{R} / \mathcal{I}_{\lambda}\right)$, which proves the assertion since the codomain of $\zeta$ is finite. The kernel of $\zeta$ consists of those representations with $\rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right)=0$ for all $\phi \in \Phi$ and $\phi^{\prime} \in \operatorname{ker}(\lambda)$, i.e. where $\alpha_{T}(\operatorname{ker}(\lambda))$ is isotropic with respect to the quadratic forms. Now if $\alpha_{T}(\operatorname{ker}(\lambda))$ is isotropic then it is also Type $T$, since

$$
\beta\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T}\left(\phi^{\prime \prime}\right)\right)=\rho_{\Phi}\left(\phi^{\prime}\right)\left(\alpha_{T}\left(\phi^{\prime \prime}\right)\right)=0
$$

for all $\phi^{\prime}, \phi^{\prime \prime} \in \operatorname{ker}(\lambda)$. In particular, the anisotropic representative $T^{\prime}$ of $[T]$ has $\alpha_{T^{\prime}}(\operatorname{ker}(\lambda))=\{0\}$, i.e. $\mathcal{I}_{\lambda} \subseteq \operatorname{Ann}_{\mathcal{R}}(T)$. This yields an isomorphism

$$
\operatorname{ker}(\zeta) \rightarrow \mathcal{W}\left(\mathcal{R} / \mathcal{I}_{\lambda}\right), \quad[T] \mapsto\left[T_{\mathcal{I}_{\lambda}}^{\prime}\right]
$$

which proves the Lemma.
From Lemma 4.3.6 and Lemma 4.3.12 it follows that $\mathcal{W}(\mathcal{R})$ is finite whenever $\mathcal{R}$ is a form ring over some finite field. In what follows we prove the finiteness of $\mathcal{W}(\mathcal{R})$ in the case where the ground ring is a matrix ring over a finite field. These form rings arise form form rings over finite fields as matrix form rings, as follows.

Definition 4.3.13. For a positive integer $n$ the matrix form ring of $\mathcal{R}$ is

$$
\operatorname{Mat}_{n}(\mathcal{R}):=\left(R^{n \times n}, M^{n \times n}, \psi^{n \times n}, \Phi^{(n)}\right)
$$

where $\psi^{n \times n}$ is defined componentwise and the $R \otimes R$-module structure on $M$ is given by $\psi(r)(s \otimes t)=\psi\left(r^{J^{(n)}} s t\right)$, for $r, s, t \in R$, where $\left(r^{J^{(n)}}\right)_{i j}=\left(r_{j i}\right)^{J}$ for $r \in R^{n \times n}$, and $J^{(n)}$ is the involution associated with $\operatorname{Mat}_{n}(\mathcal{R})$. The set

$$
\Phi^{(n)}=\left\{\left.\left(\begin{array}{ccc}
\phi_{1} & & m_{i j} \\
& \ddots & \\
& & \phi_{n}
\end{array}\right) \right\rvert\, \phi_{1}, \ldots, \phi_{n} \in \Phi, m_{i, j} \in M\right\} .
$$

is an $R^{n \times n}$-qmodule, by imitating matrix multiplication as follows. Writing $\phi \in \Phi^{(n)}$ as above, we have

$$
\phi[r]_{i j}= \begin{cases}\sum_{k=1}^{n} \phi_{k}\left[r_{k i}\right]+\sum_{1 \leq k \leq l \leq n}\left\{m_{k l}\left(r_{k i} \otimes r_{l i}\right)\right\}, & i=j \\ \sum_{k=1}^{n} \lambda\left(\phi_{k}\right)\left(r_{k i} \otimes r_{k j}\right)+\sum_{1 \leq k \leq l \leq n} m_{k l}\left(r_{l i} \otimes r_{k j}\right)+\tau\left(m_{l k}\right)\left(r_{k i} \otimes r_{l j}\right), & i \neq j\end{cases}
$$

The map $\tau: M^{n \times n} \rightarrow M^{n \times n}$ is given by $\tau(m)_{i j}=\tau\left(m_{j i}\right)$, the map $\lambda^{(n)}: \Phi^{(n)} \rightarrow M^{n \times n}$ is given by

$$
\lambda^{(n)}\left(\left(\begin{array}{ccc}
\phi_{1} & & m_{i j} \\
& \ddots & \\
& & \phi_{n}
\end{array}\right)\right)=\left(\begin{array}{ccc}
\lambda\left(\phi_{1}\right) & & m_{i j} \\
& \ddots & \\
\tau\left(m_{i j}\right) & & \lambda\left(\phi_{n}\right)
\end{array}\right)
$$

and $\left\}^{(n)}\right.$ maps

$$
\left\{\left(\begin{array}{ccc}
m_{1,1} & \ldots & m_{1, n} \\
\vdots & & \vdots \\
m_{n, 1} & \ldots & m_{n, n}
\end{array}\right)\right\}^{(n)}=\left(\begin{array}{ccc}
\left\{m_{11}\right\} & & m_{i j}+\tau\left(m_{j i}\right) \\
& \ddots & \\
& & \left\{m_{n n}\right\}
\end{array}\right)
$$

Theorem 4.3.14. Every form ring $\mathcal{R}$ over the matrix ring $\mathbb{F}^{n \times n}$ over the finite field $\mathbb{F}$ is isomorphic to some matrix form ring $\operatorname{Mat}_{n}\left(\mathcal{R}_{0}\right)$, where $\mathcal{R}_{0}$ is a form ring over $\mathbb{F}$.

Proof. Write $\mathcal{R}=(R, M, \psi, \Phi)$ and let $J$ be the antiautomorphism of $\mathbb{F}^{n \times n}$ associated with $\mathcal{R}$. After rescaling, we may assume that $B^{J}=\left(B^{J_{0}}\right)^{\operatorname{tr}}$ for all $B \in \mathbb{F}^{n \times n}$, where $J_{0}$ is an automorphism of $\mathbb{F}$ which is applied componentwise (cf. Remark 6.1.3). In particular the idempotent $e=\operatorname{diag}(1,0, \ldots, 0) \in R$ satisfies $e^{J_{0}}=e$. Hence one easily verifies that

$$
\mathcal{R}_{0}:=\left(R_{0}, \psi\left(R_{0}\right),\left.\psi\right|_{R_{0}}, \Phi\left[R_{0}\right]\right)
$$

is again a form ring, where $R_{0}=e \mathbb{F}^{n \times n} e \cong \mathbb{F}$. In what follows it is shown that $\mathcal{R} \cong$ $\operatorname{Mat}_{n}\left(\mathcal{R}_{0}\right)$. To this aim, let $e_{i, j} \in \mathbb{F}^{n \times n}$ be the element with its only nonzero entry, which is 1 , in its $i$ th row and $j$ th column, and let $P_{i, j} \in \mathbb{F}^{n \times n}$ be the permutation matrix such that left multiplication with $P_{i, j}$ interchanges the $i$ th and $j$ th row. The map

$$
\alpha_{R}: R \rightarrow R_{0}^{n \times n}, \quad \alpha_{R}(r)_{i, j}=P_{1, i} e_{i, i} r e_{j, j} P_{1, j},
$$

is well-defined since always $e_{1,1} P_{1, i} e_{i, i}=P_{1, i} e_{i, i}$ and $e_{j, j} P_{1, j} e_{1,1}=e_{j, j} P_{j, 1}$ and hence always $P_{1, i} e_{i, i} r e_{j, j} P_{1, j} \in e_{1,1} \mathbb{F}^{n \times n} e_{1,1}=R_{0}$. Similarly, one verifies that the maps

$$
\alpha_{M}: M \rightarrow\left(\psi\left(R_{0}\right)\right)^{n \times n}, \quad \alpha_{M}(m)_{i, j}=m\left(e_{i, i} P_{1, i} \otimes e_{j, j} P_{1, j}\right)
$$

and

$$
\alpha_{\Phi}: \Phi \rightarrow\left(\Phi\left[R_{0}\right]\right)^{(n)}, \quad \alpha_{\Phi}(\phi)_{i, j}= \begin{cases}\phi\left[e_{i, i} P_{1, i}\right] & i=j \\ \lambda(\phi)\left(e_{i, i} P_{1, i} \otimes e_{j, j} P_{1, j}\right) & i<j\end{cases}
$$

are well-defined. It can be shown by elementary calculations that the triple $\left(\alpha_{R}, \alpha_{M}, \alpha_{\Phi}\right)$ is a form ring isomorphism. For reader's convenience we give the inverse maps

$$
\alpha_{M}^{-1}: R_{0}^{n \times n} \rightarrow R, \quad\left(r_{i, j}\right)_{i, j=1}^{n} \mapsto \sum_{i, j=1}^{n} r_{i, j}\left(P_{1, i} \otimes P_{1, j}\right)
$$

and $\alpha_{\Phi}^{-1}:\left(\Phi\left[R_{0}\right]\right)^{(n)} \rightarrow \Phi$ with

$$
\alpha_{\Phi}^{-1}\left(\left(\begin{array}{cccc}
\phi_{1} & m_{1,2} & \ldots & m_{1, n} \\
& \phi_{2} & \ddots & \vdots \\
& & \ddots & m_{n-1, n} \\
& & & \phi_{n}
\end{array}\right)\right)=\sum_{i=1}^{n} \phi_{i}\left[P_{1, i}\right]+\sum_{i<j}\left\{m_{i, j}\left(P_{1, i} \otimes P_{1, j}\right)\right\}
$$

respectively, which shows that $\alpha_{M}$ and $\alpha_{\Phi}$ are indeed bijective (for $\alpha_{R}$ this is obvious).

Definition 4.3.15. For a finite representation $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ of $\mathcal{R}$ we define a representation

$$
T^{(n)}:=\left(V^{(n)}, \rho_{M^{n \times n}}, \rho_{\Phi^{(n)}}, \beta^{(n)}\right)
$$

of $\operatorname{Mat}_{n}(\mathcal{R})$, which is called the nth power of $T$. Here $V^{(n)}$ consists of the matrices with the elements of $V$ as rows, which is a left $R^{n \times n}$ by usual matrix multiplication, and

$$
\beta^{(n)}\left(\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n}
\end{array}\right),\left(\begin{array}{c}
v_{1}^{\prime} \\
\vdots \\
v_{n}^{\prime}
\end{array}\right)\right)=\sum_{i=1}^{n} \beta\left(v_{i}, v_{i}^{\prime}\right)
$$

and

$$
\rho_{\Phi^{(n)}}\left(\left(\begin{array}{ccc}
\phi_{1} & & m_{i j} \\
& \ddots & \\
& & \phi_{n}
\end{array}\right)\right)\left(\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n}
\end{array}\right)\right)=\sum_{i=1}^{n} \rho_{\Phi}\left(\phi_{i}\right)\left(v_{i}\right)+\sum_{i<j} \rho_{M}\left(m_{i j}\right)\left(v_{i}, v_{j}\right) .
$$

Theorem 4.3.16. Every representation of $\operatorname{Mat}_{n}(\mathcal{R})$ is isomorphic to a representation $T^{(n)}$, where $T$ is a representation of $\mathcal{R}$.

Proof. Write $\mathcal{R}=(R, M, \psi, \Phi)$ and let $T_{n}:=\left(V_{n},\left(\rho_{M^{n \times n}}\right)_{n},\left(\rho_{\Phi^{(n)}}\right)_{n}, \beta_{n}\right)$ be a representation of $\operatorname{Mat}_{n}(\mathcal{R})$. Let $e_{i}$ be the primitive idempotent of $R^{n \times n}$ with its only nonzero entry, which is 1 , in its $i$ th row and column. Then $V_{n} \cong \oplus_{i=1}^{n} e_{i} V_{n}$ as abelian groups. As $R$-modules via the natural embedding $R \hookrightarrow Z\left(R^{n \times n}\right)$, the $e_{i} V$ are all isomorphic, by

$$
e_{k} V_{n} \rightarrow e_{l} V_{n}, \quad e_{k} v \mapsto M_{k, l} e_{l} v
$$

where $M_{k, l}$ is the permutation matrix satisfying $M_{k, l} e_{l} M_{k, l}=e_{k}$, and hence

$$
\varphi: V_{n} \rightarrow\left(e_{1} V_{n}\right)^{(n)}, \quad v \mapsto\left(\begin{array}{c}
e_{1} v \\
M_{2,1} e_{2} v \\
\vdots \\
M_{n, 1} e_{n} v
\end{array}\right)
$$

is an isomorphism of $R^{n \times n}$-modules. Observe that in general, $M_{e, y} e_{r}$ is not invertible, for $e, y, r \in\{1, \ldots, n\}$.

Define a representation $T:=\left(e_{1} V, \rho_{M}, \rho_{\Phi}, \beta\right)$ of $\mathcal{R}$ by

$$
\beta: e_{1} V_{n} \times e_{1} V_{n} \rightarrow \mathbb{Q} / \mathbb{Z}, \quad\left(e_{1} v, e_{1} v^{\prime}\right) \mapsto \beta_{n}\left(e_{1} v, e_{1} v^{\prime}\right)
$$

and $\rho_{\Phi}: \Phi \rightarrow \operatorname{Quad}\left(e_{1} V_{n}, \mathbb{Q} / \mathbb{Z}\right), \quad \phi \mapsto\left(e_{1} v \mapsto\left(\rho_{\Phi}(n)\right)_{n}(\operatorname{diag}(\phi, 0, \ldots, 0))\left(e_{1} v\right)\right)$. Then $\varphi$ is a form isometry, since

$$
\begin{aligned}
\beta^{(n)}\left(\varphi(v), \varphi\left(v^{\prime}\right)\right) & =\sum_{i=1}^{n} \beta\left(M_{i, 1} e_{i} v, M_{i, 1} e_{i} v^{\prime}\right)=\sum_{i=1}^{n} \beta\left(e_{1} M_{i, 1} v, e_{1} M_{i, 1} v^{\prime}\right) \\
& =\sum_{i=1}^{n} \beta_{n}\left(e_{1} M_{i, 1} v, e_{1} M_{i, 1} v^{\prime}\right)=\sum_{i=1}^{n} \beta_{n}\left(e_{i} v, e_{i} v^{\prime}\right) \\
& =\beta_{n}\left(v, v^{\prime}\right)
\end{aligned}
$$

for all $v, v^{\prime} \in V$. Moreover, if $(m)^{(i, j)}$ is the matrix with its only nonzero entry $m \in M$ in the $i$ th row and $j$ th column then

$$
\begin{aligned}
\rho_{\Phi}^{(n)} & \left(\left(\begin{array}{cc}
\phi_{1} & m_{i, j} \\
& \ddots \\
\\
& \phi_{n}
\end{array}\right)\right)(\varphi(v))=\sum_{i=1}^{n} \rho_{\Phi}\left(\phi_{i}\right)\left(M_{i, 1} e_{i} v\right)+\sum_{i<j} \rho_{M}\left(m_{i, j}\right)\left(M_{i, 1} e_{i} v, M_{j, 1} e_{j} v\right) \\
& =\sum_{i=1}^{n} \rho_{\Phi}\left(\phi_{i}\right)\left(e_{1} M_{i, 1} v\right)+\sum_{i<j} \beta\left(e_{1} M_{i, 1} v, e_{1} M_{j, 1} m_{i, j} v\right) \\
& =\sum_{i=1}^{n}\left(\rho_{\Phi^{(n)}}\right)_{n}\left(\operatorname{diag}\left(\phi_{i}, 0, \ldots, 0\right)\right)\left(e_{1} M_{i, 1} v\right)+\sum_{i<j} \beta_{n}\left(e_{1} M_{i, 1} v, e_{1} M_{j, 1} m_{i, j} v\right) \\
& =\left(\rho_{\Phi(n)}\right)_{n}\left(\operatorname{diag}\left(\phi_{1}, \ldots, \phi_{n}\right)\right)(v)+\sum_{i<j}\left(\rho_{M^{n \times n}}\right)_{n}\left(\left(m_{i, j}\right)^{(i, j)}\right)\left(e_{i} v, e_{i} v\right) \\
& =\left(\rho_{\Phi(n)}\right)_{n}\left(\operatorname{diag}\left(\phi_{1}, \ldots, \phi_{n}\right)\right)(v)+\sum_{i<j}\left(\rho_{\Phi(n)}\right)_{n}\left(\left(m_{i, j}\right)^{(i, j)}\right)\left(e_{i} v\right) \\
& =\left(\rho_{\Phi(n)}\right)_{n}\left(\left(\begin{array}{cc}
\phi_{1} & m_{i, j} \\
& \ddots \\
& \phi_{n}
\end{array}\right)\right)(v)
\end{aligned}
$$

for all $v \in V$. Hence $T_{n}=T^{(n)}$, which proves the assertion.
Theorem 4.3.17. The map $\mathcal{W}(\mathcal{R}) \rightarrow \mathcal{W}\left(\operatorname{Mat}_{n}(\mathcal{R})\right),[T] \mapsto\left[T^{(n)}\right]$ is a well-defined group isomorphism. Hence $\mathcal{W}\left(\operatorname{Mat}_{n}(\mathcal{R})\right)$ is finite whenever $\mathcal{W}(\mathcal{R})$ is finite. In particular if $\mathcal{R}$ is a form ring over a matrix ring $\mathbb{F}^{n \times n}$, for a finite field $\mathbb{F}$, then $\mathcal{W}(\mathcal{R})$ is finite.

Proof. Let $V$ be the $R$-module associated with $T$. If $C$ is a Type $T$ code in $V$ then the submodule $C^{(n)} \leq V^{(n)}$ consisting of the matrices with the elements of $C$ as rows is a Type $T^{(n)}$ code, which is self-dual if and only if $C$ is self-dual. Hence the above maps metabolic representations to metabolic representations. Since orthogonal sums are mapped to orthogonal sums, the above map is welldefined. The surjectivity follows from Theorem 4.3.16. Similarly, every self-dual code Type $T^{(n)}$ code $C_{n}$ in $\left(e_{1} V_{n}\right)^{(n)}$ is of the form $C^{(n)}$, for some self-dual Type $T$ code $C$ in $e_{1} V_{n}$, which implies the injectivity.

Definition 4.3.18. Let $\mathcal{R}_{i}=\left(R_{i}, M_{i}, \psi_{i}, \Phi_{i}\right)$, for $i=1,2$ be form rings with associated involution $J_{i}$. Then the direct sum

$$
\mathcal{R}_{1} \oplus \mathcal{R}_{2}:=\left(R_{1} \times R_{2}, M_{1} \oplus M_{2}, \psi, \Phi_{1} \oplus \Phi_{2}\right)
$$

is again a form ring, where $\psi\left(\left(r_{1}, r_{2}\right)\right)=\left(\psi_{1}\left(r_{1}\right), \psi_{2}\left(r_{2}\right)\right)$ for $r_{1}, r_{2} \in R$. The associated involution is given by $\left(r_{1}, r_{2}\right) \mapsto\left(r_{1}^{J_{1}}, r_{2}^{J_{2}}\right)$. Clearly the Witt group $\mathcal{W}\left(\mathcal{R}_{1} \oplus \mathcal{R}_{2}\right) \cong$ $\mathcal{W}\left(\mathcal{R}_{1}\right) \oplus \mathcal{W}\left(\mathcal{R}_{2}\right)$.

Now we can prove Theorem 4.3.5 for arbitrary finite form rings.
Proof of Theorem 4.3.5. It suffices to show that $\mathcal{W}\left(\mathcal{R} / \mathcal{I}_{\lambda}\right)$ is finite, according to Lemma 4.3.12, i.e. we may assume that $\lambda$ is injective. If $\operatorname{rad} R$ is nontrivial
then there exists some minimal integer $t$ with $(\operatorname{rad} R)^{t}=\{0\}$, since $R$ is finite and hence $\operatorname{rad} R$ is nilpotent. Let $I:=(\operatorname{rad} R)^{\left\lceil\frac{t}{2}\right\rceil}$, then $I^{J}=I$ according to Example 4.3.9, and hence $I^{J} I=I^{2}=\{0\}$. Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ be a representation of $\mathcal{R}$, then

$$
\beta(i v, j w)=\beta\left(j^{J} i v, w\right)=0
$$

for all $v, w \in V$ and all $i, j \in I$, i.e. $I V$ is a self-orthogonal code. Moreover,

$$
\lambda(\phi[i])=\lambda(\phi)(i \otimes i)=\psi\left(\psi^{-1}(\lambda(\phi))\right)(i \otimes i)=\psi\left(i^{J} \psi^{-1}(\lambda(\phi)) i\right)=0
$$

for all $\phi \in \Phi$ and $i \in I$ and hence $\Phi[I]=\{0\}$, since $\lambda$ is injective. Hence always

$$
\rho_{\Phi}(\phi)(i v)=\rho_{\Phi}(\phi[i])(v)=0,
$$

and hence the code $I V$ is Type $T$. In particular if $T$ is anisotropic then $I \subseteq$ $\mathrm{Ann}_{R}(V)$. Moreover, in this case

$$
\rho_{\Phi}(\{\psi(i)\})(v)=\left\{\rho_{M}(\psi(i))\right\}(v)=\rho_{M}(\psi(i))(v, v)=\beta(v, i v)=\beta(v, 0)=0
$$

for all $i \in I$ and $v \in V$, and hence $\{\psi(I)\} \subseteq \operatorname{ker}\left(\rho_{\Phi}\right)$. Hence the form ideal $\mathcal{I}=(I,\{\psi(I)\}) \subseteq \operatorname{Ann}_{\mathcal{R}}(T)$ for every anisotropic representation $T$, which yields a group isomorphism

$$
\mathcal{W}(\mathcal{R}) \rightarrow \mathcal{W}(\mathcal{R} / \mathcal{I}), \quad[T] \mapsto\left[T_{\mathcal{I}}^{\prime}\right]
$$

where $T^{\prime}$ is the anisotropic representative of $[T]$. Iterating these arguments, we may assume that $\operatorname{rad} R=\{0\}$, i.e. that $R$ is semisimple. Let $1=e_{1}+\ldots+e_{k}$ be an orthogonal decomposition into central idempotents with $e_{i}=e_{i}^{J}$, such that every orthogonal decomposition $e_{i}=f+g$ with $f^{J}=f$ and $g^{J}=g$ is trivial, i.e. $f=0$ or $g=0$. Then $\mathcal{R} \cong \oplus_{i=1}^{k} e_{i} \mathcal{R}$, where

$$
e_{i} \mathcal{R}=\left(e_{i} R, M\left(1 \otimes e_{i}\right), \psi\left(e_{i} R\right), \Phi\left[e_{i}\right]\right),
$$

and hence $\mathcal{W}(\mathcal{R}) \cong \oplus_{i=1}^{k} \mathcal{W}\left(e_{i} \mathcal{R}\right)$. Now either $e_{i}$ is central primitive or it is the sum of two orthogonal central idempotents $e=f+g$ with $f^{J}=g$. In the latter case $\mathcal{W}\left(e_{i} \mathcal{R}\right)$ is trivial, since if $T_{i}$ is a representation of $e_{i} \mathcal{R}$ on the $e_{i} R$-module then $f V_{i}$ is a self-dual Type $T_{i}$ code. Hence we may assume that $R$ is simple. Then $\mathcal{R}$ is isomorphic to a matrix form ring (cf. Theorem 4.3.14), hence we may assume that $R$ is a finite field, by Theorem 4.3.17. In this case, the claim of the Theorem has already been proven in the beginning of this section (cf. Theorem 4.3.17).

## Chapter 5

## Scalars in Clifford-Weil groups

For a code $C$ of length $N$ over the alphabet $V$, the weight enumerator cwe $(C)$ is a homogeneous complex polynomial of degree $N$ with variables indexed by $V$,

$$
\operatorname{cwe}(C):=\sum_{v \in V^{N}} \prod_{i=1}^{N} x_{v_{i}} \in \mathbb{C}\left[x_{v} \mid v \in V^{N}\right] .
$$

The weight enumerator contains some information on the code $C$ which is of interest in coding theoretic applications. For instance the minimum weight

$$
\min _{0 \neq c \in C}\left|\left\{i \in\{1, \ldots, N\}: c_{i} \neq 0\right\}\right|,
$$

which, if the alphabet $V$ is a group, is a measure for the error-correcting properties of $C$, can be read off from cwe $(C)$. Conversely, certain properties of the code give rise to invariance properties of its weight enumerator. For instance, it follows from the famous MacWilliams identity that the weight enumerator of every selfdual binary code (Type $2_{\mathrm{I}}^{E}$ ) is invariant under the variable substitution

$$
\left(x_{0}, x_{1}\right) \mapsto\left(\frac{1}{\sqrt{2}}\left(x_{0}+x_{1}\right), \frac{1}{\sqrt{2}}\left(x_{0}-x_{1}\right)\right) .
$$

The weight enumerators of doubly-even binary self-dual codes (Type $2_{\text {II }}^{E}$ ) are also invariant under the variable substitution $x_{1} \mapsto I x_{1}$, where $I$ is a complex primitive fourth root of unity, since the weight of every codeword is a multiple of 4. More generally, to every Type $T$ of codes in the sense of [33] (cf. Chapter 2.2) one associates a complex matrix group $\mathcal{C}(T)$ which acts on $\mathbb{C}\left[x_{v} \mid v \in V\right]$ by linear variable substitutions, such that the weight enumerators of self-dual Type $T$ codes are left invariant. This group is called the Clifford-Weil group for the Type $T$ (cf. Definition 5.1). Scalar elements in this group, i.e. elements $\varphi_{\zeta}$ which map $x_{v} \mapsto \zeta x_{v}$, for all $v \in V$ and some $\zeta \in \mathbb{C}^{*}$, map every homogeneous polynomial $p$ of degree $N$ to $\zeta^{N} p$. Hence due to the invariance properties of weight enumerators all the $\zeta^{N}$ must be trivial if there exists a self-dual Type $T$ code of length $N$, i.e. if $\left[T^{N}\right]=[T]^{N}$ is zero in the Witt group of the underlying form ring. In this chapter it is shown that the connection between $\mathcal{W}(\mathcal{R})$ and the scalar subgroup of
$\mathcal{C}(T)$ is even stronger for finite form rings $\mathcal{R}$ (recall that finiteness of $\mathcal{R}$ is assumed throughout this thesis). Theorem 5.1.7 states that the order of the scalar subgroup equals the order of $[T] \in \mathcal{W}(\mathcal{R})$, i.e. the minimum length for which there exists a self-dual Type $T$ code can a priori be read off from $\mathcal{C}(T)$. The result is already contained in [33, Cor. 5.5.4]. However, the proof given here covers some gaps in the proof given in [33] and parts of it have been published in [13].

### 5.1 The Clifford-Weil group $\mathcal{C}(T)$

Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$ be a finite representation of the finite form ring $\mathcal{R}=$ $(R, M, \psi, \Phi)$. In this section we introduce the Clifford-Weil group $\mathcal{C}(T)$, a complex matrix group such that the weight enumerators of self-dual Type $T$ codes are invariant under the variable substitutions given by $\mathcal{C}(T)$. In order to define $\mathcal{C}(T)$ we need the notion of symmetric idempotents below.
Definition 5.1.1. A nonzero element $e \in R$ is called an idempotent if $e^{2}=e$. An idempotent $e$ is called symmetric with respect to the involution $J$ of $R$ if $e R \cong e^{J} R$ as right $R$-modules.
Remark 5.1.2. (i) If $e \in R$ is an idempotent then so is $e^{J}$, and there is a decomposition

$$
R=e R \oplus(1-e) R=e^{J} R \oplus\left(1-e^{J}\right) R
$$

of $R$ as a right $R$-module. Since $R$ is finite, the Krull-Schmidt Theorem applies, i.e. a decomposition of $R$ into indecomposable right $R$-modules is unique, up to isomorphism and permutation of the summands. Hence e is symmetric if and only if the idempotent $1-e$ is symmetric.
(ii) Let $e \in R$ be a symmetric idempotent. For an isomorphism $\alpha: e R \rightarrow e^{J} R$, define elements $u_{e}:=\alpha^{-1}\left(e^{J}\right) \in e R e^{J}$ and $v_{e}:=\alpha(e) \in e^{J}$ Re with

$$
\begin{gathered}
u_{e} v_{e}=\alpha^{-1}\left(e^{J}\right) v_{e}=\alpha^{-1}\left(e^{J} v_{e}\right)=\alpha^{-1}\left(v_{e}\right)=\alpha^{-1}(\alpha(e))=e, \\
v_{e} u_{e}=\alpha(e) u_{e}=\alpha\left(e u_{e}\right)=\alpha\left(u_{e}\right)=\alpha\left(\alpha^{-1}\left(e^{J}\right)\right)=e^{J} .
\end{gathered}
$$

There is an abelian group decomposition $V=e V \oplus(1-e) V$, and on the summands there are non-degenerate $\mathbb{Z}$-bilinear forms

$$
\beta_{e}: e V \times e V \rightarrow \mathbb{Q} / \mathbb{Z}, \quad(v, w) \mapsto \beta\left(v, v_{e} w\right)
$$

and $\beta_{1-e}$ which is defined similarly. This induces another non-degenerate form

$$
\beta_{e} \perp \beta_{1-e}: V \times V \rightarrow \mathbb{Q} / \mathbb{Z}, \quad(v, w) \mapsto \beta_{e}(e v, e w)+\beta_{1-e}((1-e) v,(1-e) w)
$$

with respect to which $V$ decomposes orthogonally as $V=e V \perp(1-e) V$. Moreover, every self-dual code $C=C^{\perp, \beta}$ in $V$ decomposes into abelian groups $C=e C \oplus(1-$ e) $C$, where

$$
e C=(e C)^{\perp, \beta_{e}}=\left\{v \in e V \mid \beta_{e}(v, c)=0 \text { for all } c \in e C\right\}
$$

and likewise, $(1-e) C=((1-e) C)^{\perp, \beta_{1-e}}$.

Proof. To prove (ii), note that due to the identity $\beta_{e}(e v, e w)=\beta\left(v, v_{e} w\right)=$ $\beta\left(v_{e}^{J} v, w\right)$, for all $v, w \in V$, shows that an element $e v \in \operatorname{rad}\left(\beta_{e}\right)$ if and only if $v_{e}^{J} v \in \operatorname{rad}(\beta)=\{0\}$, i.e. $0=u_{e}^{J} v_{e}^{J} v=e v$. Hence $\beta_{e}$ is non-degenerate. If $C$ is self-dual with respect to $\beta$ then by definition n element $e v$ lies in $(e C)^{\perp, \beta_{e}}$ if and only if $\beta_{e}(v, c)=\beta\left(v, v_{e} c\right)=0$ for all $c \in e C$. Now $e C \rightarrow e^{J} C, \quad e c \mapsto v_{e} c$ defines a bijection (with inverse $e^{J} c \mapsto u_{e} c$ ), hence the latter is equivalent with $\beta\left(v, e^{J} c\right)=\beta(e v, c)=\beta(v, c)=0$ for all $c \in C$, i.e. $v \in e C^{\perp}=e C$, which proves the assertion.

Definition 5.1.3. Let $\mathbb{C}\left[b_{v} \mid v \in V\right]$ be the complex vector space with basis indexed by the elements of $V$. The Clifford-Weil group $\mathcal{C}(T)$ is the subgroup of Aut $\left(\mathbb{C}\left[b_{v} \mid v \in V\right]\right)$ generated by the elements

$$
\begin{gathered}
m_{r}: b_{v} \mapsto b_{r v}, \quad d_{\phi}: b_{v} \mapsto \exp \left(2 \pi i \rho_{\Phi}(\phi)(v)\right) b_{v}, \\
h_{e, u_{e}, v_{e}}: b_{v} \mapsto|e V|^{-\frac{1}{2}} \sum_{w \in e V} \exp \left(2 \pi i \beta\left(w, v_{e} v\right)\right) b_{w+(1-e) v},
\end{gathered}
$$

for $r \in R^{*}, \phi \in \Phi$ and symmetric idempotents $e=u_{e} v_{e} \in R$.
The calculations with Clifford-Weil groups, for instance in Example 5.1.8, are simplified by the following Lemma.
Lemma 5.1.4. Due to the obvious identities

$$
d_{\phi+\phi^{\prime}}=d_{\phi} d_{\phi^{\prime}}, \quad d_{\phi[r]}=m_{r}^{-1} d_{\phi} m_{r}, \quad h_{e, u_{e}, v_{e}}=h_{e, e, e} m_{v_{e}},
$$

which hold for all $\phi, \phi^{\prime} \in \Phi, r \in R^{*}$ and symmetric idempotents $e=u_{e} v_{e} \in R$ with $e^{J}=e$, the Clifford-Weil group

$$
\left.\mathcal{C}(T)=\left\langle m_{r}, d_{\phi}, h_{e, u_{e}, v_{e}}\right| e=u_{e}=v_{e} \text { if } e^{J}=e\right\rangle,
$$

where $r$ and $\phi$ run through generating subsets of $R^{*}$ and $\Phi$, respectively.
The action of $\mathcal{C}(T)$ on $\mathbb{C}\left[b_{v} \mid v \in V\right]$ naturally induces an action on the polynomial ring $\mathbb{C}\left[x_{v} \mid v \in V\right]$, by variable substitutions according to as the basis vectors of $\mathbb{C}\left[b_{v} \mid v \in V\right]$ are mapped. The following is Theorem 5.5.1 in [33].
Theorem 5.1.5. If $C$ is a self-dual Type $T$ code then cwe $(C)$ is left invariant under all variable substitutions defined by $\mathcal{C}(T)$.
Remark 5.1.6. The scalar subgroup of $\mathcal{C}(T)$ is

$$
\mathcal{S}(\mathcal{C}(T)):=\left\{\varphi_{\zeta} \in \mathcal{C}(T) \mid \varphi_{\zeta}\left(b_{v}\right)=\zeta \cdot b_{v} \text { for all } v \in V\right\}=\mathcal{C}(T) \cap \mathbb{C}^{*} \cdot \mathrm{id}
$$

The weight enumerator of a self-dual Type $T$ code $C$ of length $t$ is homogeneous of degree $t$ and left invariant under every element $\varphi_{\zeta} \in \mathcal{S}(\mathcal{C}(T))$, i.e.

$$
\operatorname{cwe}(C)=\varphi_{\zeta}(\operatorname{cwe}(C))=\zeta^{t} \cdot \operatorname{cwe}(C)
$$

Hence $\zeta^{t}=1$ whenever there exists a self-dual Type $T$ code of length $t$, i.e. whenever $\left[T^{t}\right]=[T]^{t}=0$. Hence the order of $[T]$ is always a multiple of the order of the scalar element $\varphi_{\zeta}$, i.e. $\mathcal{S}(\mathcal{C}(T))$ is isomorphic to a subgroup of $\mathbb{C}^{*}$ with finite exponent, hence is finite.

Hence the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$ is a multiple of the order of the element $[T] \in \mathcal{W}(\mathcal{R})$. In this section the following stronger result will be proven.

Theorem 5.1.7. If $\mathcal{R}$ is a finite form ring then the order of the element $[T] \in \mathcal{W}(\mathcal{R})$ equals the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$.

Example 5.1.8. We compute the Clifford-Weil groups for some of the representations given in Section 2.2, and verify Theorem 5.1.7 in these cases.
(i) Self-dual binary codes (Type $2_{\mathrm{I}}^{E}$ ). Clearly there exists a self-dual Type $2_{\mathrm{I}}^{E}$ code of length $N$ if and only if $N$ is even, i.e. the element $\left[2_{\mathrm{I}}^{E}\right]$ has order 2 in the Witt group of the underlying form ring. The Clifford-Weil group $\mathcal{C}\left(2_{\mathrm{I}}^{E}\right)$ is generated by the elements

$$
d:=d_{1}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \text { and } h:=h_{1,1,1}=\frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right)
$$

where the columns give the images of the variables $x_{0}, x_{1}$, i.e. the variable substitution defined by $h$ is

$$
x_{0} \mapsto \frac{1}{\sqrt{2}}\left(x_{0}+x_{1}\right), \quad x_{1} \mapsto \frac{1}{\sqrt{2}}\left(x_{0}-x_{1}\right)
$$

the MacWilliams transformation for binary codes (see [25, Ch. 5 §5]). Since $d^{2}=$ $h^{2}=(d h)^{8}=I_{2}$, the group $\mathcal{C}\left(2_{I}^{E}\right) \cong D_{16}$ is isomorphic to the dihedral group of order 16. The scalar subgroup of $\mathcal{C}\left(2_{\mathrm{I}}^{E}\right)$ is generated by $(d h)^{4}=-\mathrm{id}$, hence the claim of Theorem 5.1.7 holds in this case. The invariant ring of $\mathcal{C}\left(2_{I}^{E}\right)$ is a polynomial ring $\mathbb{C}\left[\operatorname{cwe}\left(i_{2}\right)\right.$, cwe $\left.\left(e_{8}\right)\right]$ with variables the weight enumerators of the Type $2_{\mathrm{I}}^{E}$ codes $i_{2}=\langle(1,1)\rangle$, and the extended Hamming code $e_{8}$ of length 8 , with generator matrix

$$
\left(\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{array}\right)
$$

In particular the weight enumerator of every self-dual Type $2_{I}^{E}$ code is a polynomial in cwe $\left(i_{2}\right)$ and cwe $\left(e_{8}\right)$, which is a well-known result by Gleason (cf.[9]).
(ii) Self-dual binary Type II codes (Type $2_{\mathrm{II}}^{E}$ ). These codes are Type $2_{\mathrm{I}}^{E}$, with the additional property of being doubly-even (cf. Section 2.2.2), which is modeled by an additional quadratic form $\rho_{\Phi}(1): \mathbb{F}_{2} \rightarrow \mathbb{Q} / \mathbb{Z}, \quad v \mapsto \frac{1}{4} v^{2}$. This yields an additional variable substitution

$$
d^{\prime}=\operatorname{diag}(1, i) \in \mathcal{C}\left(2_{\text {II }}^{E}\right),
$$

hence $\mathcal{C}\left(2_{\text {II }}^{E}\right)=\left\langle\mathcal{C}\left(2_{\mathrm{I}}^{E}\right), d^{\prime}\right\rangle$. One computes that $\mathcal{C}\left(2_{\text {II }}^{E}\right)$ has order 192 , and that its invariant ring is a polynomial ring $\mathbb{C}\left[\operatorname{cwe}\left(e_{8}\right), \operatorname{cwe}\left(g_{24}\right)\right]$, where $e_{8}$ is as above and $g_{24}$ is the extended Golay code of length 24. Hence there exists a self-dual Type II code of length $N$ if and only if $N$ is a multiple of 8 , i.e. $\left[2{ }_{\mathrm{II}}^{E}\right]$ has order 8 in the Witt group of the underlying form ring. Again, Theorem 5.1.7 holds true, since $\mathcal{S}\left(\mathcal{C}\left(2_{\text {II }}^{E}\right)\right)$ is generated by the element $\left(d^{\prime} h\right)^{3}$ of order 8 .
(iii) Self-dual binary codes with a fixed-point free automorphism of order 2 (cf. [14]). Let $N$ be even and let $S_{N}$ be the symmetric group on $N$ points. The natural action of the element

$$
\sigma:=(1,2)(3,4) \ldots(N-1, N) \in S_{N}
$$

on $\mathbb{F}_{2}^{N}$ induces a $\langle\sigma\rangle$-module structure on $\mathbb{F}_{2}^{N}$. By Remark 4.0.8, a code $C \leq \mathbb{F}_{2}^{N}$ is $\sigma$-invariant if and only if $C$ is a $\mathbb{F}_{2}\langle\sigma\rangle$-submodule of $\mathbb{F}_{2}^{N}$. Hence the Type of $\sigma$-invariant binary codes is given by the representation $T=T(V, \beta)$ of the form ring

$$
\mathcal{R}\left(\mathbb{F}_{2} C_{2}, J=\mathrm{id}, 1\right)=\left(\mathbb{F}_{2} C_{2}, \mathbb{F}_{2} C_{2}, \mathrm{id}, \Phi=\mathbb{F}_{2} C_{2}\right)
$$

(see Section 2.2.4), where the generating element of $C_{2}$ acts on $V=\mathbb{F}_{2}^{2}$ with matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$, and $\beta$ is the standard scalar product on $V$. To give generators of the CliffordWeil group $\mathcal{C}(T)$, note that the unit group $\left(\mathbb{F}_{2} C_{2}\right)^{*}$ is generated by $a$ and $\Phi$ is generated by 1 and $a$. Moreover, $1=1^{J}$ is the only symmetric idempotent of $\mathbb{F}_{2} C_{2}$. Hence according to Lemma 5.1.4, with respect to the basis $\left(b_{(0,0)}, b_{(0,1)}, b_{(1,0)}, b_{(1,1)}\right)$ of $\mathbb{C}\left[b_{v} \mid v \in V\right]$, generators of $\mathcal{C}(T)$ are given by

$$
d_{1}:=\operatorname{diag}(1,-1,-1,1), \quad m_{a}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

$$
h_{1}=\frac{1}{2}\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

(note that $d_{a}=\mathrm{id}$ ). One computes that $\mathcal{C}(T)$ has order 16 and is isomorphic to the direct product $C_{2} \times D_{8}$, where $D_{8}$ is the dihedral group of order 8 . The scalar subgroup of $\mathcal{C}(T)$ is trivial, and $\langle(1,1)\rangle$ is a self-dual Type $T(V, \beta)$ code of length 1 , hence again, the claim of Theorem 5.1.7 holds true.

The proof of Theorem 5.1.7, in Section 5.4, requires some preparation in the subsequent sections. The proof will first be given for form rings over finite fields, and then successively for general finite rings. To perform this generalization, we use the fact that the order of $\mathcal{S}(\mathcal{C}(T))$ remains unchanged if one passes to a quotient representation $T / C$. Note that this is plausible, since $[T / C]=[T]$ (cf. Remark 4.3.3). To prove that always $\mathcal{S}(\mathcal{C}(T)) \cong \mathcal{S}(\mathcal{C}(T / C))$, we view the CliffordWeil group as a projective representation of a universal hyperbolic counitary group $\mathcal{U}(R, \Phi)$ in Section 5.2. The group $\mathcal{U}(R, \Phi)$ only depends on the underlying form ring and is finite. Along the way, we define a universal Clifford-Weil group

$$
\mathcal{C}(\mathcal{R}) \cong \operatorname{Hom}\left(\mathcal{W}(\mathcal{R}), \mathbb{C}^{*}\right) \cdot \mathcal{U}(R, \Phi)
$$

which is finite since $\mathcal{U}(R, \Phi)$ and $\mathcal{W}(\mathcal{R})$ are finite. Since $\mathcal{C}(T)$ is always a quotient of $\mathcal{C}(\mathcal{R})$ (cf. Definition 5.5.3), it is finite as well.

## 5.2 $\mathcal{C}(T)$ as a projective representation of $\mathcal{U}(R, \Phi)$

Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a finite form ring and let $T$ be a finite representation of $\mathcal{R}$, over the $R$-module $V$. The content of this subsection is basically [33, Theorem 5.3.2], which states that the Clifford-Weil group $\mathcal{C}(T)$ is a projective representation of the universal hyperbolic counitary group $\mathcal{U}(R, \Phi)$ (cf. Remark 5.2.5). This provides a proof of finiteness for $\mathcal{C}(T)$, since $\mathcal{U}(R, \Phi)$ is finite and the scalar subgroup of $\mathcal{C}(T)$ is finite as well, by Remark 5.1.6. Here we give some of the calculations for the proof of [33, Theorem 5.3.2] which were omitted in [33]. The results have been published in [13].

Both $\mathcal{C}(T)$ and the hyperbolic counitary group $\mathcal{U}(R, \Phi)$ act on the Heisenberg group $\mathcal{E}=\mathcal{E}(V \oplus V)$ (cf. Definition 5.2.1, [17]), with the same image in $\operatorname{Aut}(\mathcal{E})$. By $\mathcal{U}_{T}(R, \Phi) \leq \operatorname{Aut}(\mathcal{E})$ we denote the image of the action of $\mathcal{U}(R, \Phi)$. The image of the action of $\mathcal{C}(T)$ isomorphic to $\mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T))$. This yields a group epimorphism $\mathcal{U}(R, \Phi) \rightarrow \mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T))$ in Corollary 5.2.11.

In Definition 5.2 .1 we will define Heisenberg groups $\mathcal{E}(W)$ for a general $R$ module $W$ (cf. [17]), which leads to a definition of counitary groups $U(R, \Phi, W)$ for a general $R$-module $W$ and an $R$-qsubmodule $\Phi \leq \operatorname{Quad}(W, \mathbb{Q} / \mathbb{Z})$ (cf. Definition 5.2.3). As a special case, the hyperbolic counitary group $\mathcal{U}_{T}(R, \Phi)$ will be introduced in Definition 5.2.4.

Definition 5.2.1. Let $W$ be a left $R$-module and let $\beta \in \operatorname{Bil}_{\mathbb{Z}}(W, \mathbb{Q} / \mathbb{Z})$. Then the associated Heisenberg group is

$$
\mathcal{E}(W)=\mathcal{E}(W, \beta)=W \times \mathbb{Q} / \mathbb{Z},
$$

with multiplication

$$
(w, q)\left(w^{\prime}, q^{\prime}\right):=\left(w+w^{\prime}, q+q^{\prime}+\beta\left(w, w^{\prime}\right)\right)
$$

Consider the central subgroup $S:=\{(0, q) \mid q \in \mathbb{Q} / \mathbb{Z}\}$ of $\mathcal{E}(W)$. Clearly $Z$ is isomorphic to $\mathbb{Q} / \mathbb{Z}$. If $\beta$ is non-degenerate and $R$ is a field whose characteristic is not 2 , then $S$ is characteristic since it equals the commutator subgroup $\mathcal{E}(W)^{\prime}$,, and $S=Z(\mathcal{E}(W))$, see [17]. This does not hold over general rings $R$. However, the group

$$
\operatorname{Fix}_{\operatorname{Aut}(\mathcal{E}(W))}(S)=\{\theta \in \operatorname{Aut}(\mathcal{E}(W)) \mid \theta(s)=s \text { for all } s \in S\}
$$

still has an interesting structure.
Lemma 5.2.2. The semidirect product $\operatorname{Aut}(W) \ltimes \operatorname{Quad}(W, \mathbb{Q} / \mathbb{Z})$ with multiplication

$$
(\alpha, \phi) \cdot\left(\alpha^{\prime}, \phi^{\prime}\right)=\left(\alpha \alpha^{\prime}, \phi\left[\alpha^{\prime}\right]+\phi^{\prime}\right)
$$

acts on $\mathcal{E}(W)$ by

$$
(\alpha, \phi)((w, q))=\psi_{\alpha, \phi}((w, q)):=(\alpha(w), \phi(w)+q) .
$$

The map $\psi_{\alpha, \phi}$ is a group automorphism if and only if

$$
\begin{equation*}
\beta\left(\alpha(w), \alpha\left(w^{\prime}\right)\right)-\beta\left(w, w^{\prime}\right)=\phi\left(w+w^{\prime}\right)-\phi(w)-\phi\left(w^{\prime}\right)=: \lambda(\phi)\left(w, w^{\prime}\right) \tag{5.1}
\end{equation*}
$$

for all $w, w^{\prime} \in W$, and

$$
\left\{\psi_{\alpha, \phi} \mid(\alpha, \phi) \in \operatorname{Aut}(W) \ltimes \operatorname{Quad}(W, \mathbb{Q} / \mathbb{Z})\right\} \cap \operatorname{Aut}(\mathcal{E}(W))=\operatorname{Fix}_{\operatorname{Aut}(\mathcal{E}(W))}(S) .
$$

Proof. Every element $\psi_{\alpha, \phi} \in \operatorname{Aut}(\mathcal{E}(W))$ satisfies Equation (5.1), since for elements $(v, q),\left(v^{\prime}, q^{\prime}\right) \in \mathcal{E}(W)$ we have

$$
\psi_{\alpha, \phi}\left((v, q)\left(v^{\prime}, q^{\prime}\right)\right)=\left(\alpha\left(\left(v+v^{\prime}\right), q+q^{\prime}+\beta\left(v, v^{\prime}\right)+\phi\left(v+v^{\prime}\right)\right)\right.
$$

and this equals

$$
\psi_{\alpha, \phi}((v, q)) \psi_{\alpha, \phi}\left(\left(v^{\prime}, q^{\prime}\right)\right)=\left(\alpha\left(v+v^{\prime}\right), q+q^{\prime}+\phi(v)+\phi\left(v^{\prime}\right)+\beta\left(\alpha(v), \alpha\left(v^{\prime}\right)\right)\right) .
$$

Comparing the second components of the right hand sides of the above equations yields that always

$$
\beta\left(v, v^{\prime}\right)+\phi\left(v+v^{\prime}\right)=\phi(v)+\phi\left(v^{\prime}\right)+\beta\left(\alpha(v), \alpha\left(v^{\prime}\right)\right),
$$

which is equivalent to equation (5.1). The same argument shows that every pair $(\alpha, \phi)$ with the property (5.1) induces an endomorphism of $\mathcal{E}(W)$. One easily verifies that this endomorphism has an inverse mapping $\psi_{\alpha^{-1},-\phi\left[\alpha^{-1}\right]}$, hence is indeed an automorphism of $\mathcal{E}(W)$. Hence the pair $(\alpha, \phi)$ acts as a group automorphism on $\mathcal{E}(W)$ if and only if it satisfies Equation (5.1).

Clearly every automorphism $\psi_{\alpha, \phi}$ fixes the group $S$, so it remains to show that every $\theta \in \operatorname{Aut}(\mathcal{E}(W))$ which fixes the group $S$ is of the form $\psi_{\alpha, \phi}$, for some $\alpha \in \operatorname{Aut}(W)$ and some $\phi$. To this aim, note that

$$
\theta((v, q))=\theta((v, 0) \cdot(0, q))=\theta((v, 0)) \cdot(0, q)
$$

for all $(v, q) \in \mathcal{E}(W)$, and write $\theta((v, 0)):=\left(\alpha_{\theta}(v), \phi_{\theta}(v)\right)$. As one easily verifies, $\alpha_{\theta} \in \operatorname{Aut}(W)$ and $\phi_{\theta} \in \operatorname{Quad}(W, \mathbb{Q} / \mathbb{Z})$, and

$$
\theta((v, q))=\left(\alpha_{\theta}(v), \phi_{\theta}(v)\right) \cdot(0, q)=\left(\alpha_{\theta}(v), \phi_{\theta}(v)+q\right)
$$

hence $\theta=\psi_{\alpha_{\theta}, \phi_{\theta}}$.
Definition 5.2.3. Let $W$ be an $R$-module, $\beta \in \operatorname{Bil}_{\mathbb{Z}}(W, \mathbb{Q} / \mathbb{Z})$ and let $\Phi$ be a submodule of $\operatorname{Quad}(W, \mathbb{Q} / \mathbb{Z})$. The semidirect product $R^{*} \ltimes \Phi$ acts on $\mathcal{E}(W)$ by

$$
(r, \phi)((w, q))=\psi_{r, \phi}((w, q)):=(r w, \phi(w)+q) .
$$

The associated counitary group is

$$
U(R, \Phi, W):=\left\{\psi_{r, \phi} \mid(r, \phi) \in R^{*} \ltimes \Phi\right\} \cap \operatorname{Aut}(\mathcal{E}(W)) \leq \operatorname{Fix}_{\operatorname{Aut}(\mathcal{E}(W))}(S)
$$

More explicitly, $U(R, \Phi, W)$ consists of the elements $\psi_{r, \phi}$ with

$$
\beta\left(r w, r w^{\prime}\right)-\beta\left(w, w^{\prime}\right)=\lambda(\phi)\left(w, w^{\prime}\right)
$$

for all $w, w^{\prime} \in W$ (cf. Lemma 5.2.2).

In order to define the hyperbolic counitary group, we now return to the context of form rings and their representation - note that some of the structures in form rings already appear in Definition 5.2.3.

In what follows, let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring and let $T=\left(V, \rho_{m}, \rho_{\Phi}, \beta\right)$ be a finite representation of $\mathcal{R}$. Then the direct sum $V^{2}=V \oplus V$ is a module over the matrix ring $R^{2 \times 2}$ in the natural way, i.e.

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)((v, w))=(a v+b w, c v+d w) .
$$

In writing the elements of $V^{2}$ as rows and not as columns, we follow the convention that codewords are usually written as rows- remember that a code, in the language of form rings and representations, is an $R$-submodule of $V^{t}$, for some natural number $t$. The module $V^{2}$ carries a $\mathbb{Z}$-bilinear form

$$
V^{2} \times V^{2} \rightarrow \mathbb{Q} / \mathbb{Z}, \quad\left((v, w),\left(v^{\prime}, w^{\prime}\right)\right)=\beta^{2}\left(\left(v^{\prime}, w^{\prime}\right),\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)(v, w)\right)=\beta\left(w^{\prime}, v\right)
$$

where $\beta^{2}: V^{2} \times V^{2} \rightarrow \mathbb{Q} / \mathbb{Z}, \quad\left((v, w),\left(v^{\prime}, w^{\prime}\right)\right) \mapsto \beta\left(v, v^{\prime}\right)+\beta\left(w, w^{\prime}\right)$ (cf. Definition 2.1.16). This setting defines a Heisenberg group

$$
\begin{equation*}
\mathcal{E}=\mathcal{E}\left(V^{2}\right)=V^{2} \times \mathbb{Q} / \mathbb{Z} \tag{5.2}
\end{equation*}
$$

with inner multiplication

$$
((v, w), q)\left(\left(v^{\prime}, w^{\prime}\right), q^{\prime}\right)=\left(\left(v+v^{\prime}, w+w^{\prime}\right), q+q^{\prime}+\beta\left(w^{\prime}, v\right)\right)
$$

according to Definition 5.2.1. In what follows, we will always write $\mathcal{E}$ for the group in (5.2). To associate a counitary group, let

$$
\Phi_{2}:=\left\{\left.\left(\begin{array}{ll}
\phi_{1} & m \\
& \phi_{2}
\end{array}\right) \right\rvert\, \phi_{1}, \phi_{2} \in \Phi, m \in M\right\}
$$

which is an $R$-qmodule via

$$
\left(\begin{array}{cc}
\phi_{1} & m \\
& \phi_{2}
\end{array}\right)\left[\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right]=\left(\begin{array}{cc}
\phi_{1}^{\prime} & m^{\prime} \\
& \phi_{2}^{\prime}
\end{array}\right),
$$

where

$$
\begin{aligned}
\phi_{1}^{\prime} & :=\phi_{1}[a]+\phi_{2}[c]+\{m(a \otimes c)\}, \\
m^{\prime} & :=\lambda\left(\phi_{1}\right)(a \otimes b)+m(a \otimes d)+\lambda\left(\phi_{2}\right)(c \otimes d)+\tau(m)(c \otimes b), \\
\phi_{2}^{\prime} & :=\phi_{1}[b]+\phi_{2}[d]+\{m(b \otimes d)\} .
\end{aligned}
$$

The map $\rho_{\Phi_{2}}: \Phi_{2} \rightarrow \operatorname{Quad}\left(V^{2}, \mathbb{Q} / \mathbb{Z}\right)$ defined by

$$
\rho_{\Phi_{2}}\left(\left(\begin{array}{ll}
\phi_{1} & m \\
& \phi_{2}
\end{array}\right)\right)((v, w))=\rho_{\Phi}\left(\phi_{1}\right)(v)+\rho_{\Phi}\left(\phi_{2}\right)(w)+\rho_{M}(m)(v, w)
$$

is a homomorphism of $R^{2 \times 2}$-qmodules. This setting now defines the hyperbolic counitary group as follows.

Definition 5.2.4. For a finite representation $T$ of $\mathcal{R}$, the hyperbolic counitary group is
$\mathcal{U}_{T}(R, \Phi):=U\left(R^{2 \times 2}, \rho_{\Phi_{2}}\left(\Phi_{2}\right), V^{2}\right)=\left\{\psi_{r, \phi} \mid(r, \phi) \in\left(R^{2 \times 2}\right)^{*} \ltimes \rho_{\Phi_{2}}\left(\Phi_{2}\right)\right\} \cap \operatorname{Aut}\left(\mathcal{E}\left(V^{2}\right)\right)$.
A more explicit description of the elements of $\mathcal{U}_{T}(R, \Phi)$ is given in the following Remark.

Remark 5.2.5. Let $\mathcal{R}=(R, M, \psi, \Phi)$ be a form ring and let

$$
\left.(r, \phi)=\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \rho_{\Phi_{2}}\left(\begin{array}{cc}
\phi_{1} & m \\
& \phi_{2}
\end{array}\right)\right)\right) \in\left(R^{2 \times 2}\right)^{*} \ltimes \rho_{\Phi_{2}}\left(\Phi_{2}\right)
$$

The element $\psi_{r, \phi}$ lies in the hyperbolic counitary group $\mathcal{U}_{T}(R, \Phi)$ of a representation $T$ of $\mathcal{R}$ if and only if

$$
\left(\begin{array}{cc}
c^{J} a & c^{J} b \\
d^{J} a-1 & d^{J} b
\end{array}\right)=\left(\begin{array}{cc}
\psi^{-1}\left(\lambda\left(\phi_{1}\right)\right) & \psi^{-1}(m) \\
\psi^{-1}(\tau(m)) & \psi^{-1}\left(\lambda\left(\phi_{2}\right)\right)
\end{array}\right) .
$$

This condition does not depend on the representation $T$. The subgroup $\mathcal{U}(R, \Phi) \leq$ $\left(R^{2 \times 2}\right)^{*} \ltimes \Phi_{2}$ formed by the elements which satisfy condition $(\dagger)$ is therefore called the universal hyperbolic counitary group.

Proof. By definition $\psi_{r, \phi}$ lies in $\mathcal{U}_{T}(R, \Phi)=U\left(R^{2 \times 2}, \Phi_{2}, V^{2}\right)$ if and only if

$$
\begin{aligned}
& \beta^{2}\left(r \cdot\left(v^{\prime}, w^{\prime}\right),\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \cdot r \cdot(v, w)\right)-\beta^{2}\left(\left(v^{\prime}, w^{\prime}\right),\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \cdot(v, w)\right) \\
& =\lambda(\phi)\left(\left((v, w),\left(v^{\prime}, w^{\prime}\right)\right)\right)
\end{aligned}
$$

for all $(v, w)$ and $\left(v^{\prime}, w^{\prime}\right) \in V^{2}$. Some elementary transformations of the left and the right hand side of this equation yield the equivalent condition

$$
\begin{aligned}
& \rho_{M}\left(\psi\left(c^{J} a\right)\right)\left(v^{\prime}, v\right)+\rho_{M}\left(\psi\left(c^{J} b\right)\right)\left(v^{\prime}, w\right)+\rho_{M}\left(\psi\left(d^{J} a-1\right)\right)\left(w^{\prime}, v\right) \\
&=\rho_{M}\left(\psi\left(d^{J} b\right)\right)\left(w^{\prime}, w\right) \\
&=\rho_{M}\left(\lambda\left(\phi_{1}\right)\right)\left(v^{\prime}, v\right)+\rho_{M}(m)\left(v^{\prime}, w\right)+\rho_{M}(\tau(m))\left(w^{\prime}, v\right) \quad+\rho_{M}\left(\lambda\left(\phi_{2}\right)\right)\left(w^{\prime}, w\right) .
\end{aligned}
$$

By suitable choices of $v, v^{\prime}, w, w^{\prime}$ and $m$ one verifies that the latter holds if and only if the four conditions given by the matrix equation $(\dagger)$ are fulfilled.

The universal hyperbolic counitary group $\mathcal{U}(R, \Phi)$ acts as group automorphisms on $\mathcal{E}\left(V^{2}\right)$ whenever $T$ is a representation on the $R$-module $V$, and the hyperbolic counitary group $\mathcal{U}_{T}(R, \Phi) \leq \operatorname{Aut}\left(\mathcal{E}\left(V^{2}\right)\right)$ is the image of this action.

The following Theorem gives generators for $\mathcal{U}(R, \Phi)$, under the condition that the ring $R$ be semiperfect, i.e. $R / \operatorname{rad} R$ is semisimple and idempotents of $R / \operatorname{rad} R$ lift to idempotents of $R$, where $\operatorname{rad} R$ is the Jacobson radical of $R$, i.e. the intersection of all maximal right ideals in $R$. This condition is satisfied in all the cases which are of interest in this work since all Artinian rings, and particularly all finite rings, are semiperfect. For a proof of Theorem 5.2.6 we refer to [33, Theorem 5.2.9].

Theorem 5.2.6. Let $r \in R^{*}, \phi \in \Phi$ and let $e=u_{e} v_{e}$ be a symmetric idempotent. Then the elements

$$
d((r, \phi)):=\left(\left(\begin{array}{cc}
\left(r^{J}\right)^{-1} & \left(r^{J}\right)^{-1} \psi^{-1}(\lambda(\phi)) \\
0 & r
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
& \phi
\end{array}\right)\right)
$$

and

$$
H_{e, u_{e}, v_{e}}:=\left(\left(\begin{array}{cc}
1-e^{J} & v_{e} \\
-\epsilon^{-1} u_{e}^{J} & 1-e
\end{array}\right),\left(\begin{array}{cc}
0 & \psi(-\epsilon e) \\
0
\end{array}\right)\right)
$$

generate the universal hyperbolic counitary group $\mathcal{U}(R, \Phi)$.
Note that Theorem 5.2.6 provides generators for $\mathcal{U}_{T}(R, \Phi)$ for every finite representation $T$ of $\mathcal{R}$, since $\mathcal{U}_{T}(R, \Phi)$ is an epimorphic image of $\mathcal{U}(R, \Phi)$.

The following Theorem 5.2.7 and Lemma 5.2.8 aim to establish a connection between $\mathcal{C}(T)$ and $\mathcal{U}_{T}(R, \Phi) \leq \operatorname{Aut}(\mathcal{E})$, which we will use to define a projective representation $\rho: \mathcal{U}_{T}(R, \Phi) \rightarrow \mathcal{C}(T)$ in Corollary 5.2.11.

Theorem 5.2.7. $\mathcal{E}$ acts linearly and faithfully on $\mathbb{C}\left[b_{v} \mid v \in V\right]$ by

$$
((z, x), q) \cdot b_{v}=\exp (2 \pi i(q+\beta(v, z))) b_{v+x}
$$

for all $((z, x), q) \in \mathcal{E}$ and $v \in V$, yielding an irreducible representation $\Delta: \mathcal{E} \rightarrow$ $\mathrm{GL}_{|V|}(\mathbb{C})$, i.e. the centralizer $C_{\mathrm{GL}(|V|)}(\Delta(\mathcal{E}))$ consists only of scalar matrices.

Proof. It is a straightforward calculation to show that the above induces an action of $\mathcal{E}$ and that this action is faithful. To see that $C_{\mathrm{GL}(|V|)}(\Delta(\mathcal{E})) \cong \mathbb{C}^{*}$, consider the subgroup $D:=\{((z, 0), 0) \mid z \in V\} \leq \mathcal{E}$. Let $d:=((z, 0), 0) \in D$, then

$$
\Delta(d)=\operatorname{diag}(\exp (2 \pi i \beta(v, z)) \mid v \in V)
$$

Since $\beta$ is non-degenerate, there exists some element of $D$ whose first and second diagonal entry are unequal. Hence the matrix obtained by taking only the first two rows and columns of any centralizing element must be a diagonal matrix. An iteration of this argument shows that $\Delta(D)$ is centralized only by diagonal matrices.

Let $T:=\{((0, x), 0) \mid x \in V\} \leq \mathcal{E}$, then $\Delta(T)$ is a transitive subgroup of the group of permutation matrices of rank $|V|$. Hence $\Delta(T)$ is centralized only by those diagonal matrices which are scalar, which now implies that $C_{\mathrm{GL}(|V|)}(\Delta(\mathcal{E})) \cong \mathbb{C}^{*}$.

Lemma 5.2.8. The group $\mathcal{C}(T)$ acts on $\Delta(\mathcal{E})$ by conjugation, yielding a group homomorphism $c: \mathcal{C}(T) \rightarrow \operatorname{Aut}(\Delta(\mathcal{E}))$. The kernel $\operatorname{ker}(c)=\mathcal{S}(\mathcal{C}(T))$ consists of the scalar matrices in $\mathcal{C}(T)$, by Theorem 5.2.7.

The following two Lemmata show that the generators $m_{r} d_{\phi} \in \mathcal{C}(T)$ act on $\Delta(\mathcal{E})$ the same way as $d((r, \phi))$, and $h_{e, u_{e}, v_{e}}$ acts as $H_{e, u_{e}, v_{e}}$.

Lemma 5.2.9. For $r \in R^{*}, \phi \in \Phi$ and $(z, x, q) \in \mathcal{E}(V)$ we have

$$
\Delta(d((r, \phi))(z, x, q))=\left(m_{r} d_{\phi}\right) \Delta((z, x, q))\left(m_{r} d_{\phi}\right)^{-1}
$$

Proof. For the left hand side we calculate

$$
d((r, \phi))(z, x, q)=\left(\left(r^{J}\right)^{-1} z+\left(r^{J}\right)^{-1} \psi^{-1}(\lambda(\phi)) x, r x, q+\rho_{\Phi}(\phi)(x)\right)
$$

hence $\Delta(d((r, \phi))(z, x, q))$ maps the basis element $b_{v}(v \in V)$ to

$$
\exp \left(2 \pi i\left(q+\rho_{\Phi}(\phi)(x)+\beta\left(v,\left(r^{J}\right)^{-1} z+\left(r^{J}\right)^{-1} \psi^{-1}(\lambda(\phi)) x\right)\right)\right) b_{v+r x}
$$

On the other hand

$$
\begin{aligned}
& \left(m_{r} d_{\phi}\right) \Delta((z, x, q))\left(m_{r} d_{\phi}\right)^{-1}\left(b_{v}\right) \\
= & m_{r} d_{\phi} \exp \left(2 \pi i\left(q-\rho_{\Phi}(\phi)\left(r^{-1} v\right)+\beta\left(r^{-1} v, z\right)\right)\left(b_{r^{-1} v+x}\right)\right. \\
= & \exp \left(2 \pi i\left(q-\rho_{\Phi}(\phi)\left(r^{-1} v\right)+\beta\left(r^{-1} v, z\right)+\rho_{\Phi}(\phi)\left(r^{-1} v+x\right)\right)\right)\left(b_{v+r x}\right) \\
= & \exp \left(2 \pi i\left(q+\beta\left(r^{-1} v, z\right)+\rho_{M}(\lambda(\phi))\left(r^{-1} v, x\right)\right)\right)\left(b_{v+r x}\right),
\end{aligned}
$$

which is the same as the above since $\beta\left(r^{-1} v, z\right)=\beta\left(v,\left(r^{J}\right)^{-1} z\right)$ by definition of the involution $J$ and

$$
\rho_{M}(\lambda(\phi))\left(r^{-1} v, x\right)=\beta\left(r^{-1} v, \psi^{-1}(\lambda(\phi)) x\right)=\beta\left(v,\left(r^{J}\right)^{-1} \psi^{-1}(\lambda(\phi)) x\right) .
$$

Lemma 5.2.10. For a symmetric idempotent $e=u_{e} v_{e} \in R$ and $(z, x, q) \in \mathcal{E}(V)$ we have

$$
\Delta\left(H_{e, u_{e}, v_{e}}(z, x, q)\right)=h_{e, u_{e}, v_{e}} \Delta((z, x, q)) h_{e, u_{e}, v_{e}}^{-1} .
$$

Proof. The group $\mathcal{E}(V)$ is generated by $(z, 0,0),(0, x, 0),(0,0, q)$ where $z \in$ $e^{J} V \cup\left(1-e^{J}\right) V, x \in e V \cup(1-e) V, q \in \mathbb{Q} / \mathbb{Z}$ and it is enough to check the lemma for these 5 types of generators. For $(0,0, q)$ this is clear. Similarly, if $z \in\left(1-e^{J}\right) V$ and $x \in(1-e) V$, then both sides yield $\Delta((z, x, q))$ as one easily checks. For $z \in e^{J} V, x \in e V, q \in \mathbb{Q} / \mathbb{Z}$

$$
H_{e, u_{e}, v_{e}}(z, x, q)=\left(v_{e} x,-\epsilon^{-1} u_{e}^{J} z, q+\beta(z,-\epsilon x)\right) .
$$

To calculate the right hand side, we note that according to the decomposition

$$
V=e V \oplus(1-e) V
$$

the space $\mathbb{C}[V]=\mathbb{C}[e V] \otimes \mathbb{C}[(1-e) V]$ is a tensor product and

$$
h_{e, u_{e}, v_{e}}=\left(h_{e, u_{e}, v_{e}}\right)_{\mathbb{C}[e V]} \otimes \operatorname{id}_{\mathbb{C}[(1-e) V]} .
$$

Moreover the permutation matrix $\Delta((0, x, 0)): b_{v} \mapsto b_{v+x}$ for $x \in e V$ is a tensor product $p_{x} \otimes \mathrm{id}$ and similarly the diagonal matrix $\Delta((z, 0,0))$ for $z \in e^{J} V$ is a
tensor product $d_{z} \otimes \mathrm{id}$. It is therefore enough to calculate the action on elements of $\mathbb{C}[e V]$. For $z=e^{J} z \in e^{J} V, x=e x \in e V$ and $v=e v \in e V$ we get

$$
\begin{aligned}
& h_{e, u_{e}, v_{e}} \circ \Delta\left(\left(e^{J} z, 0,0\right)\right) \circ h_{e, u_{e}, v_{e}}^{-1} b_{v} \\
= & h_{e, u_{e}, v_{e}}\left(|e V|^{-1 / 2} \sum_{w \in e V} \exp \left(2 \pi i\left(\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v, w\right)+\beta\left(w, e^{J} z\right)\right)\right) b_{w}\right) \\
= & |e V|^{-1} \sum_{w^{\prime} \in e V} \sum_{w \in e V} \exp \left(2 \pi i\left(\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v, w\right)+\beta\left(w, e^{J} z\right)+\beta\left(w^{\prime}, v_{e} w\right)\right)\right) b_{w^{\prime}} .
\end{aligned}
$$

Now $\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v, w\right)+\beta\left(w, e^{J} z\right)+\beta\left(w^{\prime}, v_{e} w\right)=\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v+\epsilon^{-1} z+\epsilon^{-1} v_{e}^{J} \epsilon w^{\prime}, w\right)$. Hence the sum over all $w$ is non-zero, only if $-v_{e}^{J} \epsilon v+z+v_{e}^{J} \epsilon w^{\prime}=0$ which implies that $w^{\prime}=v-\epsilon^{-1} u_{e}^{J} z$. Hence $h_{e, u_{e}, v_{e}} \circ \Delta\left(\left(e^{J} z, 0,0\right)\right) \circ h_{e, u_{e}, v_{e}}^{-1} b_{v}=b_{v-\epsilon^{-1} u_{e}^{J} z}$. A similar calculation yields

$$
\begin{aligned}
& h_{e, u_{e}, v_{e}} \circ \Delta((0, e x, 0)) \circ h_{e, u_{e}, v_{e}}^{-1} b_{v} \\
= & h_{e, u_{e}, v_{e}}\left(|e V|^{-1 / 2} \sum_{w \in e V} \exp \left(2 \pi i\left(\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v, w\right)\right)\right) b_{w+e x}\right) \\
= & h_{e, u_{e}, v_{e}}\left(|e V|^{-1 / 2} \sum_{w \in e V} \exp \left(2 \pi i\left(\beta\left(-\epsilon^{-1} v_{e}^{J} \epsilon v, w-e x\right)\right) b_{w}\right)\right. \\
= & h_{e, u_{e}, v_{e}} \circ h_{e, u_{e}, v_{e}}^{-1}\left(\exp \left(2 \pi i\left(\beta\left(\epsilon^{-1} v_{e}^{J} \epsilon v, e x\right)\right)\right) b_{v}\right) \\
= & \exp \left(2 \pi i\left(\beta\left(v, v_{e} x\right)\right)\right) b_{v} .
\end{aligned}
$$

The preceding two Lemmata show that the action of $\mathcal{C}(T)$ on $\Delta(\mathcal{E})$ induces an embedding $\iota: \mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T)) \rightarrow \operatorname{Aut}(\mathcal{E})$ with

$$
\iota\left(m_{r} \cdot \mathcal{S}(\mathcal{C}(T))\right)=\psi_{d((r, \phi))} \quad \text { and } \quad \iota\left(h_{e, u_{e}, v_{e}} \cdot \mathcal{S}(\mathcal{C}(T))\right)=\psi_{H_{e, u_{e}, v_{e}}}
$$

and hence $\operatorname{Im}(\iota)=\mathcal{U}_{T}(R, \Phi)$. This induces a group epimorphism

$$
\nu_{T}: \mathcal{U}(R, \Phi) \xrightarrow{\pi} \mathcal{U}_{T}(R, \Phi) \xrightarrow{\iota^{-1}} \mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T)),
$$

where $\pi:(r, \phi) \mapsto \psi_{r, \phi}$ is the obvious epimorphism. Hence
Corollary 5.2.11. The map $\mathcal{U}(R, \Phi) \rightarrow \mathcal{C}(T)$ defined on generators by

$$
d((r, \phi)) \mapsto m_{r} d_{\phi}, H_{e, u_{e}, v_{e}} \mapsto h_{e, u_{e}, v_{e}}
$$

is a projective representation.
Corollary 5.2.12. The Clifford-Weil group $\mathcal{C}(T)$ is finite, since $\mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T))$ is the epimorphic image of the finite group $\mathcal{U}(R, \Phi)$, and $\mathcal{S}(\mathcal{C}(T))$ is finite by Remark 5.1.6.

### 5.3 Scalar subgroups of quotient representations

In this section we prove the following Theorem needed in the proof of Theorem 5.1.7, filling a gap in [33]. Theorem 5.3.1 and its proof have also been published in [13].

Theorem 5.3.1. Let $C$ be an isotropic Type $T$ code. Then $\mathcal{S}(\mathcal{C}(T)) \cong \mathcal{S}(\mathcal{C}(T / C))$.
To prove the above theorem, we need the following well-known results on the lifting of idempotents and units. These results hold over any Artinian ring, hence in particular over finite rings.

Lemma 5.3.2. Let $R$ be an Artinian ring and let $I \subseteq R$ be an ideal. Then idempotents and units modulo I lift to idempotents and units of $R$, i.e.
(i) for every $e \in R$ with $(e+I)^{2}=e+I \in R / I$ there exists some $i \in I$ such that $e+i \in R$ is an idempotent and
(ii) for every $x \in R$ with $x+I \in(R / I)^{*}$ there exists some $i \in I$ such that $x+i \in R^{*}$.

Lemma 5.3.3. Let $R$ be an Artinian ring and let $I \subseteq R$ be an ideal. Let $e \in I+\operatorname{rad} R$ such that $e+\operatorname{rad} R \in R / \operatorname{rad} R$ is an idempotent. Then e lifts to an idempotent in $I$, i.e. there exists some $x \in \operatorname{rad} R$ such that $(e+x)^{2}=e+x \in I$.

Proof. Let $x_{0} \in \operatorname{rad} R$ such that $e_{0}:=e+x_{0} \in I$, then $e_{0}^{2}-e_{0} \in \operatorname{rad} R$. Define a sequence $\left(e_{i}\right)_{i \in \mathbb{N}_{0}}$ recursively by $e_{i}:=e_{i-1}^{2}\left(2 e_{i-1}-1\right)^{-1} \in I$. In what follows we show that for a sufficiently large index $i$ the $e_{i}$ are idempotents.

To see that the $e_{i}$ are well-defined, i.e. that always $2 e_{i}-1 \in R^{*}$, note that always

$$
\left(2 e_{i}-1\right)^{2}=1+4\left(e_{i}^{2}-e_{i}\right) \in 1+\operatorname{rad} R \subseteq R^{*}
$$

since $e_{i}^{2}-e_{i} \in \operatorname{rad} R$, which can be shown by induction on $i$ as follows. For $i=0$ the assertion is clear, hence $e_{1}$ is well-defined. Now let $i>1$ and assume that $e_{j}^{2}-e_{j} \in \operatorname{rad} R$ for all $j \leq i$, then $e_{i}$ is well-defined and

$$
\begin{aligned}
e_{i}^{2}-e_{i} & =e_{i-1}^{4}\left(2 e_{i-1}-1\right)^{-2}-e_{i-1}^{2}\left(2 e_{i-1}-1\right)^{-1} \\
& =\left(e_{i-1}^{4}-e_{i-1}^{2}\left(2 e_{i-1}-1\right)\right)\left(2 e_{i-1}-1\right)^{-2} \\
& =\left(e_{i-1}^{2}-e_{i-1}\left(2 e_{i-1}-1\right)^{-2} .\right.
\end{aligned}
$$

Now by the assumption of our induction, $e_{i-1}^{2}-e_{i-1} \in \operatorname{rad} R$ and hence the same holds for $e_{i}$. Moreover, this argument shows that $e_{i}^{2}-e_{i} \in(\operatorname{rad} R)^{2^{i}}$, which is zero for some finite index since $R$ is Artinian. Hence there exists some index $k$ such that $e_{k}$ is an idempotent. Now $x:=e_{k}-e=\sum_{i=0}^{k}\left(e_{i}-e_{i-1}\right) \in \operatorname{rad} R$ since always

$$
\left(e_{i}-e_{i-1}\right)\left(2 e_{i-1}-1\right)=e_{i-1}-e_{i-1}^{2} \in \operatorname{rad} R,
$$

and the proof is complete.

Lemma 5.3.4. Let $e \in R$ be an idempotent. If $e+\operatorname{rad} R \in R / \operatorname{rad} R$ is a symmetric idempotent of the form ring $\mathcal{R} / \operatorname{rad} \mathcal{R}$ then e is symmetric, too. More precisely, if

$$
e+\operatorname{rad} R=u_{e} v_{e}+\operatorname{rad} R \text { and } e^{J}+\operatorname{rad} R=v_{e} u_{e}+\operatorname{rad} R
$$

for elements $u_{e} \in e R e^{J}, v_{e} \in e^{J}$ Re then there exists an element $\widetilde{u_{e}} \in e R e^{J}$ such that $e=\widetilde{u_{e}} v_{e}$ and $e^{J}=v_{e} \widetilde{u_{e}}$.

Proof. We have $u_{e} v_{e} \in(e R e)^{*}$ since $u_{e} v_{e}-e \in e(\operatorname{rad} R) e=\operatorname{rad}(e R e)$, and similarly $v_{e} u_{e} \in\left(e^{J} R e^{J}\right)^{*}$. The latter implies that there exists some $x \in R$ with $v_{e} u_{e} x=e^{J}$. Let $\widetilde{u_{e}}=u_{e} x$, then $v_{e} \widetilde{u_{e}}=e^{J}$. It remains to prove that $\widetilde{u_{e}} v_{e}=e$. Multiplying both sides with $v_{e}$ yields an equivalent equation $v_{e} \widetilde{u}_{e} v_{e}=v_{e}$, since $v_{e}$ has a left inverse in $(e R e)^{*}$, since $u_{e} v_{e} \in(e R e)^{*}$. Now the latter equation is true since $v_{e} \widetilde{u_{e}} v_{e}=e^{J} v_{e}=e^{J}$, and the claim follows.

Lemma 5.3.5. Let $r=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in\left(R^{2 \times 2}\right)^{\star}$ and let $X=\left(\begin{array}{cc}\phi_{1} & m \\ \phi_{2}\end{array}\right) \in \Phi_{2}$ such that $\psi_{m_{r}, X} \in$ $\mathcal{U}_{T}(R, \Phi)$. If $\delta^{2}=\delta$ then $e:=1-\delta$ is a symmetric idempotent. More precisely, we have $e=u_{e} v_{e}$ and $e^{J}=v_{e} u_{e}$ with $u_{e}=-e \gamma^{J} e^{J}, v_{e}=e^{J} \beta e$.

Proof. This is an elementary calculation:

$$
\begin{aligned}
u_{e} v_{e} & =-(1-\delta) \epsilon^{-1} \gamma^{J}\left(1-\delta^{J}\right) \beta(1-\delta) \\
& =-(1-\delta) \epsilon^{-1} \underbrace{\gamma^{J} \beta}_{=\alpha^{J} \epsilon \delta-\epsilon}(1-\delta)+(1-\delta) \epsilon^{-1} \gamma^{J} \underbrace{\delta^{J} \beta}_{=\beta^{J} \epsilon \delta}(1-\delta) \\
& =(1-\delta) \epsilon^{-1} \epsilon(1-\delta) \\
& =1-\delta \\
& =e
\end{aligned}
$$

and

$$
\begin{aligned}
v_{e} u_{e} & =-\left(1-\delta^{J}\right) \beta(1-\delta) \epsilon^{-1} \gamma^{J}\left(1-\delta^{J}\right) \\
& =-\left(1-\delta^{J}\right) \underbrace{\beta \epsilon^{-1} \gamma^{J}}_{=\alpha \delta^{J}-1}\left(1-\delta^{J}\right)+\left(1-\delta^{J}\right) \beta \underbrace{\delta \epsilon^{-1} \gamma^{J}}_{=\gamma \delta^{J}}\left(1-\delta^{J}\right) \\
& =-\left(1-\delta^{J}\right)(-1)\left(1-\delta^{J}\right) \\
& =1-\delta^{J} \\
& =e^{J} .
\end{aligned}
$$

The following Lemma gives a homomorphism $r: \mathcal{C}(T) \rightarrow \mathcal{C}(T / C)$ which restricts to a group isomorphism $\widetilde{r}: \mathcal{S}(\mathcal{C}(T)) \rightarrow \mathcal{S}(\mathcal{C}(T / C))$. Injectivity of $\widetilde{r}$ is straightforward; the rest of this section after Lemma 5.3.6 is devoted to the harder part of showing the surjectivity of $\widetilde{r}$.

Lemma 5.3.6. The group $\mathcal{C}(T)$ acts on a submodule of $\mathbb{C}[V]$ isomorphic to $\mathbb{C}\left[C^{\perp} / C\right]$. This yields a representation

$$
r: \mathcal{C}(T) \rightarrow \mathrm{GL}\left(\mathbb{C}\left[C^{\perp} / C\right]\right)
$$

with $r(\mathcal{C}(T)) \leq \mathcal{C}(T / C)$. For the scalar subgroups we get $r(\mathcal{S}(\mathcal{C}(T))) \leq \mathcal{S}(\mathcal{C}(T / C))$ and $\operatorname{ker}(r) \cap \mathcal{S}(\mathcal{C}(\rho))=\{1\}$, i.e. $r$ restricts to a group monomorphism $\tilde{r}: \mathcal{S}(\mathcal{C}(T)) \rightarrow$ $\mathcal{S}(\mathcal{C}(T / C))$.

For the proof of Lemma 5.3.6 we need
Remark 5.3.7. Consider the natural group epimorphism

$$
\theta: \mathcal{U}_{T}(R, \Phi) \rightarrow \mathcal{U}_{T / C}(R, \Phi), \quad \psi_{r, \rho_{\Phi_{2}}(\phi)} \mapsto \psi_{r, \rho_{(\Phi / C)_{2}}(\phi)} .
$$

Let $(r, \phi) \in\left(R^{2 \times 2}\right)^{*} \ltimes \Phi_{2}$. Then $\psi_{r, \rho_{\Phi_{2}(\phi)}} \in \operatorname{ker}(\theta)$ if and only if

$$
(r, \phi) \in\left(\left(\begin{array}{rr}
1+I & I \\
I & 1+I
\end{array}\right),\left(\begin{array}{rr}
\Gamma & \psi(I) \\
& \Gamma
\end{array}\right)\right),
$$

where $(I, \Gamma)=\operatorname{Ann}_{\mathcal{R}}(T / C)$.
Proof. Write

$$
(r, \phi)=\left(\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right),\left(\begin{array}{cc}
\phi_{1} & \psi(i) \\
& \phi_{2}
\end{array}\right)\right)
$$

then for $\left(c_{1}^{\prime}+C, c_{2}^{\prime}+C, q\right) \in \mathcal{E}\left(\left(C^{\perp} / C\right)^{2}\right)$ we have

$$
\begin{aligned}
& \theta\left(\psi_{r, \rho_{\Phi_{2}}(\phi)}\right)\left(c_{1}^{\prime}+C, c_{2}^{\prime}+C, q\right) \\
= & \left(\alpha c_{1}^{\prime}+\beta c_{2}^{\prime}+C, \gamma c_{1}^{\prime}+\delta c_{2}^{\prime}+C, q+\rho_{\Phi}\left(\phi_{1}\right)\left(c_{1}^{\prime}\right)+\rho_{\Phi}\left(\phi_{2}\right)\left(c_{2}^{\prime}\right)+\rho_{M}(m)\left(c_{1}^{\prime}, c_{2}^{\prime}\right)\right) .
\end{aligned}
$$

By suitable choices of $c_{1}^{\prime}, c_{2}^{\prime}$ one verifies that $\psi_{r, \rho_{\Phi_{2}}(\phi)} \in \operatorname{ker}(\theta)$ if and only if $\alpha, \delta \in$ $1+I, \beta, \gamma \in I, \phi_{1}, \phi_{2} \in \Gamma$, and $\rho_{M}(\psi(i))\left(c_{1}^{\prime}, c_{2}^{\prime}\right)=0$ for all $c_{1}^{\prime}, c_{2}^{\prime} \in C^{\perp}$. The latter is equivalent with $i \in I$, since

$$
\rho_{M}(\psi(i))\left(c_{1}^{\prime}, c_{2}^{\prime}\right)=\rho_{M}(\psi(1)(1 \otimes i))\left(c_{1}^{\prime}, c_{2}^{\prime}\right)=\rho_{M}(\psi(1))\left(c_{1}^{\prime}, i c_{2}^{\prime}\right)=\beta\left(c_{1}^{\prime}, i c_{2}^{\prime}\right),
$$

which proves the assertion.
Proof of Lemma 5.3.6. Let Rep denote a set of coset representatives of $C^{\perp} / C$, and define a subspace

$$
U:=\left\{\sum_{v \in \operatorname{Rep}} \sum_{c \in C} a_{v} b_{v+c} \mid a_{v} \in \mathbb{C}\right\} \leq \mathbb{C}[V] .
$$

This subspace is isomorphic to $\mathbb{C}\left[C^{\perp} / C\right]$ via

$$
f: \mathbb{C}\left[C^{\perp} / C\right] \rightarrow U, \sum_{v \in \text { Rep }} a_{v} b_{v+C} \mapsto \sum_{v \in \operatorname{Rep}} \sum_{c \in C} a_{v} b_{v+c} .
$$

Hence we can define a group homomorphism

$$
r: \mathcal{C}(T) \rightarrow \operatorname{Aut}(U), \quad x \mapsto f \circ x \circ f^{-1}
$$

which maps $r\left(s \cdot \mathrm{id}_{\mathbb{C}[V]}\right)=s \cdot \mathrm{id}_{\mathbb{C}\left[C^{\perp} / C\right]}$. Hence the restriction $\widetilde{r}$ of $r$ to the scalar subgroup of $\mathcal{C}(T)$ is injective. Let $\varphi$ and $\varphi / C$ be the projective representations of
$\mathcal{U}_{T}(R, \Phi)$ associated with the representations $T$ and $T / C$, respectively (cf. Corollary 5.2.11). We will show that

$$
\begin{equation*}
f \circ \varphi\left(H_{e, u_{e}, v_{e}}\right) \circ f^{-1}=\varphi / C\left(\theta\left(H_{e, u_{e}, v_{e}}\right)\right) \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f \circ \varphi(d((r, \phi))) \circ f^{-1}=\varphi / C((\theta(d((r, \phi)))) . \tag{5.4}
\end{equation*}
$$

Equations (5.3) and (5.4) imply that $\operatorname{Im}(r) \leq \mathcal{C}(T / C)=\operatorname{Im}(p / C)$, which shows the lemma. To prove Equation (5.3), let $v+C \in C^{\perp} / C$ and let $T$ denote a set of coset representatives of $e C^{\perp} / e C \cong e C^{\perp} / C$. Then

$$
\begin{aligned}
&\left(f^{-1} \circ \varphi\left(H_{e, u_{e}, v_{e}}\right) \circ f\right)\left(b_{v+C}\right)=\left(f^{-1} \circ \varphi\left(H_{e, u_{e}, v_{e}}\right)\right)\left(\sum_{c \in C} b_{v+c}\right) \\
&= f^{-1}\left(\sum_{c \in C}|e V|^{-\frac{1}{2}} \sum_{w \in e V} \exp \left(2 \pi i \beta\left(w, v_{e}(v+c)\right)\right) b_{w+(1-e)(v+c)}\right) \\
& \stackrel{(\star)}{=} f^{-1}\left(|e V|^{-\frac{1}{2}} \sum_{w \in e V} \exp \left(2 \pi i \beta\left(w, v_{e} v\right)\right) \sum_{c^{\prime} \in(1-e) C} \sum_{c \in e C} \exp \left(2 \pi i \beta\left(w, v_{e} c\right)\right) b_{w+(1-e)\left(v+c^{\prime}\right)}\right) \\
&= f^{-1}\left(\frac{|e C|}{|e V|^{\frac{1}{2}}} \sum_{w \in e C^{\perp}} \sum_{c^{\prime} \in(1-e) C} \exp \left(2 \pi i \beta\left(w, v_{e} v\right)\right) b_{w+(1-e)\left(v+c^{\prime}\right)}\right) \\
&= f^{-1}\left(\frac{|e C|}{|e V|^{\frac{1}{2}}} \sum_{w \in T} \sum_{c^{\prime} \in(1-e) C} \sum_{c \in e C} \exp \left(2 \pi i \beta\left(w, v_{e} v\right)\right) b_{w+c+(1-e)\left(v+c^{\prime}\right)}\right) \\
&= f^{-1}\left(\frac{|e C|}{|e V|^{\frac{1}{2}}} \sum_{w \in T} \exp \left(2 \pi i \beta\left(w, v_{e} v\right)\right) \sum_{c \in C} b_{w+(1-e) v}+c\right) \\
&\left|e C^{\perp} / C\right|^{-\frac{1}{2}} \sum_{w \in e C^{\perp} / C} \exp \left(2 \pi i \beta / C\left(w, v_{e}(v+C)\right)\right) b_{w+(1-e)(v+C)} \\
&= \varphi / C\left(\theta\left(H_{e, u_{e}, v_{e}}\right)\right)\left(b_{v+C}\right),
\end{aligned}
$$

where $(\star)$ holds due to the fact that

$$
\sum_{c \in e C} \exp \left(2 \pi i \beta\left(w, v_{e} c\right)\right)=\left\{\begin{array}{cc}
|e C|, & w \in e C^{\perp} \\
0 & \text { otherwise }
\end{array}\right.
$$

as seen in the proof of Theorem 5.1.5. To prove Equation (5.4) we note that
$\rho_{\Phi}(\phi)(c)=0$ for all $c \in C$ and for all $\phi \in \Phi$ and obtain

$$
\begin{aligned}
& \left(f^{-1} \circ \varphi(d((r, \phi))) \circ f\right)\left(b_{v+C}\right)=\left(f^{-1} \circ \varphi(d((r, \phi)))\right)\left(\sum_{c \in C} b_{v+c}\right) \\
= & f^{-1}\left(\varphi(d((r, 0))) \sum_{c \in C} \exp \left(2 \pi i \rho_{\Phi}(\phi)(v+c)\right) b_{v+c}\right) \\
= & f^{-1}\left(\sum_{c \in C} \exp \left(2 \pi i \rho_{\Phi}(\phi)(v)\right) b_{r v+r c}\right) \\
= & f^{-1}\left(\sum_{c \in C} \exp \left(2 \pi i \rho_{\Phi}(\phi)(v)\right) b_{r v+c}\right) \\
= & \left.\exp \left(2 \pi i \rho_{\Phi} / C(\phi)(v+C)\right) b_{r(v+C)}\right) \\
= & \varphi / C(\theta(d((r, \phi))))\left(b_{v+C}\right) .
\end{aligned}
$$

Remark 5.3.8. Let $\iota: \mathcal{C}(T) / \mathcal{S}(\mathcal{C}(T)) \rightarrow \mathcal{U}_{T}(R, \Phi)$ be as in Section 5.2. Since $\mathcal{S}(\mathcal{C}(T))$ is a central subgroup of $\mathcal{C}(T)$, this gives rise to a group epimorphism $\nu: \mathcal{C}(T) \rightarrow \mathcal{U}_{T}(R, \Phi)$ with kernel $\mathcal{S}(\mathcal{C}(T))$. Correspondingly, let $\nu / C: \mathcal{C}(T / C) \rightarrow \mathcal{U}_{T / C}(R, \Phi)$, then we have a commuting diagram


Let $r, \widetilde{r}$ be as in Lemma 5.3.6, $\theta$ as in Remark 5.3.7 let $\nu$ and $\nu / C$ be as in Remark 5.3.8. Then we have a commuting diagram

where $\mathcal{Y}=\mathcal{S}(\mathcal{C}(T / C)) / \widetilde{r}(\mathcal{S}(\mathcal{C}(T)))$ and $\mathcal{Y}^{\prime}=\operatorname{ker}(\theta) / \nu(\operatorname{ker}(r))$.
Remark 5.3.9. The rows and columns of diagram (5.5) are exact.
Proof. The columns of diagram (5.5) are exact by their definition. To see that the first row is exact, note that $\nu_{\operatorname{ker}(r)}$ is injective since $\operatorname{ker}(\nu) \cap \operatorname{ker}(r)=\mathcal{S}(\mathcal{C}(T)) \cap$
$\operatorname{ker}(r)=\{1\}$ (cf. Lemma 5.3.6). The other rows are exact by definition of $\nu$ and $\nu / C$.

The claim of Theorem 5.3.1 is that $\widetilde{r}$ is surjective, i.e. that $\mathcal{Y}$ is trivial. Since all the rows and columns in diagram (5.5) are exact we have

$$
|\mathcal{Y}|=\frac{|\mathcal{S}(\mathcal{C}(T))|}{\widetilde{r}(\mathcal{S}(\mathcal{C}(T)))}=\frac{|\mathcal{C}(T / C)|}{\left|\mathcal{U}_{T / C}(R, \Phi)\right|} \cdot \frac{\left|\mathcal{U}_{T}(R, \Phi)\right|}{|\mathcal{C}(T)|}=\frac{\operatorname{ker}(\theta)}{|\operatorname{ker}(r)|}=\left|\mathcal{Y}^{\prime}\right|
$$

Hence Theorem 5.3.1 holds if and only if $\mathcal{Y}^{\prime}$ is trivial, i.e. if $\left.\nu\right|_{\operatorname{ker}(r)}: \operatorname{ker}(r) \rightarrow$ $\operatorname{ker}(\theta)$ is an isomorphism, which will be proven in the rest of this section.
Lemma 5.3.10. If $d((r, \phi)) \in \operatorname{ker}(\theta)$, for some $r \in R^{*}$ and $\phi \in \Phi$ then $d((r, \phi)) \in$ $\operatorname{Im}\left(\left.\nu\right|_{\operatorname{ker}(r)}\right)$.

Proof. That $d((r, \phi)) \in \operatorname{ker}(\theta)$ means that left multiplication with $r$ must yield the identity on $C^{\perp} / C$, and that $\rho_{\Phi} / C\left(C^{\perp} / C\right)=\{0\}$. Hence the elements $m_{r}, d_{\phi} \in$ $\mathcal{C}(T)$ lie in the kernel of $r$. Since $d((r, \phi))=\nu\left(m_{r} d_{\phi}\right)$ by Lemma 5.2.9 and definition of $\nu$, the claim follows.

Lemma 5.3.11. Let $r=\left(\begin{array}{c}\alpha \\ \gamma \\ \gamma\end{array}\right) \in\left(R^{2 \times 2}\right)^{\star}$ and let $\phi=\left(\begin{array}{cc}\phi_{1} & m \\ \phi_{2}\end{array}\right) \in \Phi_{2}$ such that $\psi_{r, \rho_{\Phi_{2}}(\phi)} \in$ $\operatorname{ker}(\theta)$. If $\delta$ is a unit then there exists $x \in \operatorname{ker}(r)$ with $\nu(x)=\psi_{r, \rho_{\Phi_{2}}(\phi)}$.

Proof. Since $\operatorname{ker}(r)$ is a normal subgroup of $\mathcal{C}(T)$ it suffices to show that $\psi_{r, \rho_{\Phi_{2}}(\phi)}$ is contained in the normal subgroup of $\mathcal{U}_{T}(R, \Phi)$ generated by the elements of

$$
\left\{d((r, \phi)) \mid r \in R^{*}, \phi \in \Phi\right\} \cap \operatorname{ker}(\theta)
$$

by Lemma 5.3.10. We show that there exists some $\phi_{3} \in \Gamma$ such that

$$
\psi_{r, \rho_{\Phi_{2}}(\phi)}=d\left(\left(\delta, \phi_{2}\right)\right) H_{1,1,1} d\left(\left(1, \phi_{3}\right)\right) H_{1,1,1}^{-1} .
$$

We have $d\left(\left(\delta, \phi_{2}\right)\right)=\left(\left(\begin{array}{cc}\left(\delta^{J}\right)-1 & \beta \\ 0 & \delta\end{array}\right),\left(\begin{array}{cc}0 & 0 \\ & \phi_{2}\end{array}\right)\right)$ and hence

$$
d\left(\left(\delta, \phi_{2}\right)\right)^{-1}=\left(\left(\begin{array}{cc}
\delta^{J} & -\delta^{J} \beta \delta^{-1} \\
0 & \delta^{-1}
\end{array}\right),\left(\begin{array}{cc}
0 & 0 \\
& -\phi_{2}\left[\delta^{-1}\right]
\end{array}\right)\right) .
$$

We therefore find $d\left(\left(\delta, \phi_{2}\right)\right)^{-1} \psi_{r, \rho_{\Phi_{2}}(\phi)}=\psi_{s, \rho_{\Phi_{2}}\left(\phi^{\prime}\right)}$, where

$$
\left(s, \phi^{\prime}\right)=\left(\left(\begin{array}{cc}
\delta^{J} \alpha-\delta^{J} \beta \delta^{-1} \gamma & 0 \\
\delta^{-1} \gamma & 1
\end{array}\right),\left(\begin{array}{cc}
-\phi_{2}\left[\delta^{-1} \gamma\right]+\phi_{1} & \tilde{m} \\
& 0
\end{array}\right)\right)
$$

for some $\tilde{m} \in M$. Since the upper right entry in the first matrix of this element of $\mathcal{U}_{T}(R, \Phi)$ is 0 we obtain $\tilde{m}=0$ and similarly $\delta^{J} \alpha-\delta^{J} \beta \delta^{-1} \gamma=1$ and we get

$$
\left(s, \phi^{\prime}\right)=\left(\left(\begin{array}{cc}
1 & 0 \\
\delta^{-1} \gamma & 1
\end{array}\right),\left(\begin{array}{cc}
-\phi_{2}\left[\delta^{-1} \gamma\right]+\phi_{1} & 0 \\
& 0
\end{array}\right)\right)
$$

Furthermore,

$$
H_{1,1,1}=\left(\left(\begin{array}{cc}
0 & 1 \\
-\epsilon^{J} & 0
\end{array}\right),\left(\begin{array}{cc}
0 & \psi(-\epsilon) \\
& 0
\end{array}\right)\right), H_{1,1,1}^{-1}=\left(\left(\begin{array}{cc}
0 & -\epsilon \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & \psi(-\epsilon) \\
0
\end{array}\right)\right) .
$$

Then we have $\left(d\left(\left(\delta, \phi_{2}\right)\right)^{-1} \psi_{r, \rho_{\Phi_{2}}(\phi)}\right)^{H_{1,1,1}}=\psi_{t, \rho_{\Phi_{2}}\left(\phi^{\prime \prime}\right)}$, where

$$
\left(t, \phi^{\prime \prime}\right)=\left(\left(\begin{array}{cc}
1 & -\epsilon \delta^{-1} \gamma \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & m^{\prime} \\
& \phi
\end{array}\right)\right)
$$

with some $m^{\prime} \in M$ and

$$
\phi_{3}=\left\{\psi\left(-\epsilon \delta^{-1} \gamma\right)\right\}-\phi_{2}\left[\delta^{-1} \gamma\right]+\phi_{1} \in \Gamma,
$$

since $-\epsilon \delta^{-1} \gamma \in I$ and $\phi_{1}, \phi_{2} \in \Gamma$, according to Remark 5.3.7. Again $m^{\prime}=0$ since the lower left entry in the first matrix is 0 . Hence

$$
H_{1,1,1}^{-1} d\left(\left(\delta, \phi_{2}\right)\right)^{-1} \psi_{r, \rho_{\Phi_{2}}(\phi)} H_{1,1,1}=d\left(\left(1, \phi_{3}\right)\right) \in \operatorname{ker}(\theta)
$$

as claimed.
Lemma 5.3.12 concludes the proof of Theorem 5.3.1.
Lemma 5.3.12. The map $\left.\nu\right|_{\operatorname{ker}(r)}$ is surjective, that is, $\operatorname{Im}\left(\left.\nu\right|_{\operatorname{ker}(r)}\right)=\operatorname{ker}(\theta)$.
Proof. Let $\psi_{r, \rho_{\Phi_{2}}(\phi)} \in \operatorname{ker}(\theta)$. We show that there exist a symmetric idempotent $e=u_{e} v_{e} \in I$ and a pair

$$
\left(s, \phi^{\prime}\right)=\left(\left(\begin{array}{cc}
\alpha^{\prime} & \beta^{\prime} \\
\gamma^{\prime} & \delta^{\prime}
\end{array}\right),\left(\begin{array}{cc}
\phi_{1}^{\prime} & \mu^{\prime} \\
& \phi_{2}^{\prime}
\end{array}\right)\right) \in\left(R^{2 \times 2}\right)^{*} \times \Phi_{2}
$$

with $\delta^{\prime} \in R^{*}$ such that $\psi_{r, \rho_{\Phi_{2}}(\phi)} \in \mathcal{U}_{T}(R, \Phi)$ and

$$
\psi_{r, \rho_{\Phi_{2}}(\phi)}=\psi_{s, \rho_{\Phi_{2}}\left(\phi^{\prime}\right)} H_{e, u_{e}, v_{e}} .
$$

Since $e \in I=\operatorname{Ann}_{R}\left(C^{\perp} / C\right)$ the set $e\left(C^{\perp} / C\right)=\{0\}$ and hence $h_{e, u_{e}, v_{e}} \in \operatorname{ker}(r)$. Hence $H_{e, u_{e}, v_{e}}=\nu\left(h_{e, u_{e}, v_{e}}\right) \in \operatorname{Im}\left(\left.\nu\right|_{\operatorname{ker}(r)}\right)$. By Lemma 5.3.11 the element $\psi_{s, \rho_{\Phi_{2}}\left(\phi^{\prime}\right)} \in$ $\operatorname{Im}\left(\left.\nu\right|_{\operatorname{ker}(r)}\right)$, so the same holds for $\psi_{r, \rho_{\Phi_{2}}(\phi)}$.

Now let us construct $e$. The ring $R / \operatorname{rad} R$ is a direct sum of matrix rings over skew fields. Thus there exist $u_{1}, u_{2} \in R^{*}$ such that $u_{1} \delta u_{2}$ is an idempotent modulo $\operatorname{rad} R$. After conjugating with $u_{2}$ we obtain an idempotent $\tilde{u} \delta+\operatorname{rad} R \in R / \operatorname{rad} R$ with $\tilde{u} \in R^{*}$. Since $\tilde{u} \delta+(I+\operatorname{rad} R) \in R /(I+\operatorname{rad} R)$ is an idempotent as well and $\delta \in 1+I$ is a unit modulo $I+\operatorname{rad} R$, it follows that $\tilde{u} \in 1+(I+\operatorname{rad} R)$. We can even assume that $\tilde{u} \in 1+I$. If $\tilde{u}=1+i+r$ with $i \in I$ and $r \in \operatorname{rad} R$ then $(1+i) \delta=(\tilde{u}-r) \delta$ is an idempotent $\bmod \operatorname{rad} R$. Additionally, from $\tilde{u} \in R^{*}$ we get $1+i \in R^{*}$, so we can assume $\tilde{u}=1+i$. Write

$$
(r, \phi)=\left(\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right),\left(\begin{array}{ll}
\phi_{1} & \mu \\
& \phi_{2}
\end{array}\right)\right)
$$

then

$$
d((\tilde{u}, 0)) \psi_{r, \rho_{\Phi_{2}}(\phi)}=\left(\left(\begin{array}{cc}
\left(\tilde{u}^{J}\right)^{-1} \alpha & \left(\tilde{u}^{J}\right)^{-1} \beta \\
\tilde{u} \gamma & \tilde{u} \delta
\end{array}\right),\left(\begin{array}{cc}
\phi_{1} & \mu \\
& \phi_{2}
\end{array}\right)\right) \in \operatorname{ker}(\theta)
$$

since $d((\tilde{u}, 0)) \in \operatorname{ker}(\theta)$ by Remark 5.3.7. Hence we can assume that $\delta+\operatorname{rad} R \in$ $R / \operatorname{rad} R$ is an idempotent.

Now consider the quotient form $\operatorname{ring} \mathcal{R} / \operatorname{rad} \mathcal{R}$ (cf. Example 4.3.9) and a representation over some $(R / \operatorname{rad} R)$-module $W$. The element

$$
\left(\left(\begin{array}{cc}
\alpha+\operatorname{rad} R & \beta+\operatorname{rad} R \\
\gamma+\operatorname{rad} R & \delta+\operatorname{rad} R
\end{array}\right),\left(\begin{array}{cc}
\phi_{1}+\lambda^{-1}(\psi(\operatorname{rad} R)) & \mu+\psi(\operatorname{rad} R) \\
& \phi_{2}+\lambda^{-1}(\psi(\operatorname{rad} R))
\end{array}\right)\right)
$$

lies in the associated counitary group $\mathcal{U}\left(R / \operatorname{rad} R, \Phi / \lambda^{-1}(\psi(\operatorname{rad} R)), W\right)$ by Remark 5.2.5, and hence $e:=(1-\delta)+\operatorname{rad} R \in R / \operatorname{rad} R$ is a symmetric idempotent with $e=u_{e} v_{e}$ for elements

$$
u_{e}=-e \epsilon^{-1} \gamma^{J} e^{J}+\operatorname{rad} R \quad \text { and } \quad v_{e}=e^{J} \beta e^{J}+\operatorname{rad} R,
$$

by Lemma 5.3.5. By Lemma 5.3.3 there exists some $x \in I \cap \operatorname{rad} R$ such that $e:=$ $e+x=1-\delta+x \in I$ is a symmetric idempotent. We calculate the projection on the first component

$$
\pi\left(\psi_{r, \rho_{\Phi_{2}}(\phi)} H_{e, u_{e}, v_{e}}^{-1}\right)=\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\left(\begin{array}{cc}
\delta^{J}-x^{J} & -v_{e}^{J} \epsilon \\
u_{e}^{J} & \delta-x
\end{array}\right)=\left(\begin{array}{cc}
\alpha^{\prime} & \beta^{\prime} \\
\gamma^{\prime} & \delta^{\prime}
\end{array}\right)
$$

with $\delta^{\prime}=-\gamma v_{e}^{J} \epsilon+\delta-\delta x$. It remains to show that $\delta^{\prime} \in R^{*}$. Lemma 5.3.4 gives $v_{e} \equiv\left(1-\delta^{J}\right) \beta(1-\delta) \bmod \operatorname{rad} R$. Also $\delta x \in \operatorname{rad}(R)$, so it remains to show that

$$
\widetilde{\delta}^{\prime}:=-\gamma\left(1-\delta^{J}\right) \beta^{J} \epsilon(1-\delta)+\delta \in R^{*} .
$$

We observe that $\widetilde{\delta^{\prime}} \delta=-\gamma\left(1-\delta^{J}\right) \beta^{J} \epsilon \underbrace{(1-\delta) \delta}_{=0}+\delta^{2}=\delta$ and

$$
\begin{aligned}
(1-\delta) \widetilde{\delta}^{\prime} & =-(1-\delta) \gamma\left(1-\delta^{J}\right) \beta^{J} \epsilon(1-\delta)= \\
-(1-\delta) \gamma \beta^{J} \epsilon(1-\delta)+\underbrace{(1-\delta) \gamma \delta^{J} \beta^{J} \epsilon(1-\delta)}_{=0, \text { since } \gamma \delta^{J}=\delta \epsilon^{J} \gamma^{J}} & =-(1-\delta) \gamma \beta^{J} \epsilon+(1-\delta) \gamma \underbrace{\beta^{J} \epsilon \delta}_{=\delta^{J} \beta}= \\
-(1-\delta) \underbrace{\gamma \beta^{J} \epsilon}_{=\delta \epsilon^{J} \alpha^{J} \epsilon-1}+\underbrace{(1-\delta) \gamma \delta^{J} \beta}_{=0} & =1-\delta .
\end{aligned}
$$

Particularly, $(1-\delta)\left(2-\widetilde{\delta^{\prime}}\right)=1-\delta$. Now we see that $\widetilde{\delta^{\prime}}$ is a unit since

$$
\widetilde{\delta^{\prime}}\left(2-\widetilde{\delta^{\prime}}\right)=\widetilde{\delta^{\prime}}(\delta+(1-\delta))\left(2-\widetilde{\delta^{\prime}}\right)=\widetilde{\delta^{\prime}}-\delta \widetilde{\delta^{\prime}}+\delta=1-\delta+\delta=1 .
$$

### 5.4 The order of $[T]$ equals the order of $\mathcal{S}(\mathcal{C}(T))$

In this section Theorem 5.1 .7 is proven, which states that the order of an element $[T] \in \mathcal{W}(\mathcal{R})$ equals the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$ of the Clifford-Weil group $\mathcal{C}(T)$, for every finite representation $T$ of the finite form ring $\mathcal{R}$.

The following two lemmata cite constructions of scalar elements in $\mathcal{C}(T)$ given in [33], which are needed in the proof of Theorem 5.1.7. For a proof of the following lemma, the reader is referred to [33, Theorem 5.4.7].

Lemma 5.4.1. Let $e \in R$ be an idempotent. An element $\phi \in \Phi$ is called nonsingular with respect to e if left multiplication by $\psi^{-1}(\lambda(\phi)) \in e^{J}$ Re yields an isomorphism of the right $R$-modules $e R$ and $e^{J} R$. If $\phi$ is non-singular with respect to $e$ then the Gauss sum

$$
\gamma_{e, \phi}(T):=|e V|^{-\frac{1}{2}} \sum_{v \in e V} \exp \left(2 \pi i \rho_{\Phi}(\phi)(v)\right)
$$

gives rise to a scalar element $\gamma_{e, \phi}(T) \cdot \operatorname{id} \in \mathcal{C}(T)$
Another construction of scalars makes use of the kernel of the map $\lambda$ associated with $\mathcal{R}$ (for a proof see [33, Lemma 5.4.3]).

Lemma 5.4.2. Let $T=\left(V, \rho_{M}, \rho_{\Phi}, \beta\right)$. For all elements $\phi^{\prime} \in \operatorname{ker}(\lambda)$ the map $\rho_{\Phi}\left(\phi^{\prime}\right)$ is additive since

$$
\rho_{\Phi}\left(\phi^{\prime}\right)(v+w)-\rho_{\Phi}\left(\phi^{\prime}\right)(v)-\rho_{\Phi}\left(\phi^{\prime}\right)(w)=\lambda\left(\rho_{\Phi}\left(\phi^{\prime}\right)\right)(v, w)=\rho_{M}\left(\lambda\left(\phi^{\prime}\right)\right)(v, w)=0
$$

for all $v, w \in V$. Hence one can define an abelian group homomorphism $\alpha_{T}: \operatorname{ker}(\lambda) \rightarrow V$ by the condition $\beta\left(v, \alpha_{T}\left(\phi^{\prime}\right)\right)=\rho_{\Phi}\left(\phi^{\prime}\right)(v)$ for all $v \in V$. Then for $\phi \in \Phi$, the scalar

$$
l_{\phi, \phi^{\prime}}(T):=\exp \left(2 \pi i \rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right)\right)
$$

gives rise to a scalar element $l_{\phi, \phi^{\prime}}(T) \cdot \mathrm{id} \in \mathcal{C}(T)$.
We begin with a proof of Theorem 5.1.7 for form rings over finite fields, where the associated map $\lambda$ is injective.

Theorem 5.4.3. If $\mathcal{R}$ is a form ring over a finite field $\mathbb{F}$ such that the associated map $\lambda$ is injective then the order of every element $[T] \in \mathcal{W}(\mathcal{R})$ equals the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$.

Proof. Since the order of $[T]$ is always a multiple of the order of $\mathcal{S}(\mathcal{C}(T))$, by Remark 5.1.6, it suffices to find a scalar element in $\mathcal{C}(T)$ which has the same order as $[T]$. If $\Phi=\{0\}$ then $\mathcal{W}(\mathcal{R})$ is trivial, as seen in the proof of Lemma 4.3.6, hence nothing has to be shown in this case. Assume that $\Phi \neq\{0\}$. If $\mathbb{F}$ has odd characteristic then $\mathcal{W}(\mathcal{R}) \cong \mathcal{W}(\mathbb{F}, J, 1)$ is isomorphic to the Witt group of equivariant forms over $\mathbb{F}$, where $\mathbb{F}$ is viewed as an algebra over its prime field $\mathbb{F}_{p}$, again by the proof of Lemma 4.3.6. Hence if $J$ is not the identity on $\mathbb{F}=\mathbb{F}_{r^{2}}$ then $\mathcal{W}(\mathcal{R})$ is cyclic of order 2 (cf. Corollary 4.1.20), and generated by some element $\left[T=\left(\mathbb{F}, \rho_{M}, \rho_{\Phi}, \beta\right)\right]$, where $\beta(x, y)=\frac{1}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}\left(x^{r} y\right)$. Since $\lambda(\{\psi(1)\})=2 \psi(1)$
is nonzero and $\lambda$ is injective, the element $\{\psi(1)\})=2 \psi(1) \in \Phi$ is nonzero and hence nonsingular with respect to the idempotent 1 . Hence the Gauss sum

$$
\begin{aligned}
\left.\gamma_{1,\{\psi(1)}\right\}(T) & =\left|\mathbb{F}_{r^{2}}\right|^{-\frac{1}{2}} \sum_{f \in \mathbb{F}_{r^{2}}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}{\mathbb{\mathbb { F } _ { r } / \mathbb { F } _ { p }}}\left(f^{r+1}\right)\right) \\
& =r^{-1}\left(1+\sum_{f \in\left(\mathbb{F}_{r^{2}}\right)^{*}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}\left(f^{r+1}\right)\right)\right) \\
& =r^{-1}\left(1+(r+1) \sum_{f \in \mathbb{F}^{*}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}(f)\right)\right) \\
& =r^{-1}(1-(r+1))=-1
\end{aligned}
$$

induces a scalar of order 2 in $\mathcal{C}(T)$, which shows the assertion in odd characteristic, for non-trivial $J$. If $\mathbb{F}=\mathbb{F}_{r}$ has odd characteristic and $J$ is the identity then by Corollary 4.1.20 and Lemma 4.3.6, the Witt group $\mathcal{W}(\mathcal{R})$ is cyclic of order 4 if $r \equiv_{4}-1$, and isomorphic to a direct product $C_{2} \times C_{2}$ of two cyclic groups of order 2 if $r \equiv_{4} 1$. Assume first that $r \equiv_{4}-1$, then $\mathcal{W}(\mathcal{R})$ is generated by some element $\left[T=\left(\mathbb{F}, \rho_{M}, \rho_{\Phi}, \beta\right)\right]$, where $\beta(x, y)=\frac{1}{p} \operatorname{Trace}_{\mathbb{F} / \mathbb{F}_{p}}(x y)$ for all $x, y \in \mathbb{F}$. Let $\zeta \in \mathbb{F}_{r^{2}}$ such that $\zeta^{r+1}=1$ and $\zeta+\zeta^{r}=0$, then $x^{2}+y^{2}=(x+\zeta y)^{r+1}$ for all $x, y \in \mathbb{F}$ and hence

$$
\begin{aligned}
\left(\gamma_{1,\{\psi(1)\}}(T)\right)^{2} & =r^{-1} \sum_{x, y \in \mathbb{F}_{r}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}\left(x^{2}+y^{2}\right)\right) \\
& =r^{-1} \sum_{x, y \in \mathbb{F}_{r}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}\left((x+\zeta y)^{r+1}\right)\right) \\
& =r^{-1} \sum_{x \in \mathbb{F}_{r^{2}}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{p}}\left(x^{r+1}\right)\right) \\
& =-1
\end{aligned}
$$

gives rise to a scalar of order 4 in $\mathcal{C}(T)$. Now assume that $r \equiv_{4} 1$. Then

$$
\mathcal{W}(\mathcal{R})=\left\{[0],[T],\left[T_{\nu}\right],\left[T \perp T_{\nu}\right]\right\}
$$

where $T$ is as above and $T_{\nu}$ is given by $\beta_{\nu}(x, y)=\operatorname{Tr}_{\mathbb{F}_{r} / \mathbb{F}_{p}}(\nu x y)$, for some element $\nu \in \mathbb{F}^{*}-\left(\mathbb{F}^{*}\right)^{2}$. In this case all nonzero elements of $\mathcal{W}(\mathcal{R})$ have order 2 . Let $\phi_{1}:=$ $\{\psi(1)\}$ and $\phi_{\nu}:=\{\psi(\nu)\}$, then elementary calculations show that $\gamma_{1, \phi_{1}}(T)=$ $-\gamma_{1, \phi_{\nu}}(T)$ and $\gamma_{1, \phi_{1}}\left(T_{\nu}\right)=-\gamma_{1, \phi_{\nu}}\left(T_{\nu}\right)$, hence both cases $\mathcal{C}\left(T_{1}\right)$ and $\mathcal{C}\left(T_{\nu}\right)$ contain a non-trivial scalar, which must have order 2 by Remark 5.1.6. Moreover, the same calculations show that

$$
-1=\gamma_{1, \phi_{1}}(T) \gamma_{1, \phi_{1}}\left(T_{\nu}\right)=\gamma_{1, \phi_{1}}\left(T \perp T_{\nu}\right),
$$

and hence $\mathcal{C}\left(T_{1} \perp T_{\nu}\right)$ contains a scalar element of order 2 as well. If $\mathbb{F}=\mathbb{F}_{r}$ has characteristic 2 then $\mathcal{W}(\mathcal{R})$ is cyclic of order 2 , and generated by some element $\left[\left(\mathbb{F}_{r^{2}}, \rho_{M}, \rho_{\Phi}, \lambda(N)\right)\right]$, where the quadratic form

$$
N: \mathbb{F}_{r^{2}} \rightarrow \mathbb{F}_{2}, f \mapsto \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{2}}\left(f^{r+1}\right)
$$

(cf. Example 4.2.17). Let $T$ be a representation of $\mathcal{R}$ with $\rho_{\Phi}(\phi)=N$, for some element $\phi \in \Phi$. Due to the injectivity of $\lambda$, every nonzero element in $\Phi$ is nonsingular with respect to the idempotent 1 and hence again the Gauss sum

$$
\gamma_{1, \phi}(T)=\left|\mathbb{F}_{r^{2}}\right|^{-\frac{1}{2}} \sum_{f \in \mathbb{F}_{r^{2}}} \exp \left(\frac{2 \pi i}{p} \operatorname{Trace}_{\mathbb{F}_{r} / \mathbb{F}_{2}}\left(f^{r+1}\right)\right)=-1
$$

induces a scalar element of order 2 in $\mathcal{C}(T)$, which shows the assertion.
To generalize Theorem 5.4.3 to arbitrary form rings over finite fields, we need the following Remark.

Remark 5.4.4. Let $\mathcal{I} \subseteq \operatorname{Ann}_{\mathcal{R}}(T)$ be a form ideal, and let $T_{\mathcal{I}}$ be the faithful representation of $\mathcal{R} / \mathcal{I}$ induced by $T$ (cf. Example 4.3.11). Then the element $\left[T_{\mathcal{I}}\right] \in \mathcal{W}(\mathcal{R} / \mathcal{I})$ has the same order as $[T]$. Moreover, since $R$ is finite, idempotents and units lift modulo ideals of $R$ (cf. Lemma 5.3.2), and hence

$$
\mathcal{C}(T) \rightarrow \mathcal{C}\left(T_{\mathcal{I}}\right), \quad m_{r} \mapsto m_{r+I}, \quad d_{\phi} \mapsto d_{\phi+\Gamma}, \quad h_{e, u_{e}, v_{e}} \mapsto h_{e+I, u_{e}+I, v_{e}+I}
$$

is a group isomorphism.
Theorem 5.4.5. If $\mathcal{R}$ is a form ring over a finite field $\mathbb{F}$ then the order of an element $[T] \in \mathcal{W}(\mathcal{R})$ equals the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$.

Proof. It suffices to show that the order $N$ of $\mathcal{S}(\mathcal{C}(T))$ is a multiple of the order of $[T]$ (cf. Remark 5.1.6). As one easily verifies,

$$
\mathcal{C}\left(T^{N}\right)=\left\{\otimes_{i=1}^{N} x \mid x \in \mathcal{C}(T)\right\}
$$

consists of Kronecker products of elements of $\mathcal{C}(T)$. Since $\mathcal{S}(\mathcal{C}(T))$ is isomorphic to a finite subgroup of $\mathbb{C}^{*}$, it is generated by an element $\zeta$, and hence by the above $\mathcal{S}\left(\mathcal{C}\left(T^{N}\right)\right)$ is generated by $\zeta^{N}$, hence is trivial. Hence it suffices to show that $[T]=0$ whenever $\mathcal{S}(\mathcal{C}(T))$ is trivial. Since passing to a quotient representation leaves both the order of $\mathcal{S}(\mathcal{C}(T))$ and the order of $[T]$ unchanged, we may assume that $T$ is anisotropic. By Remark 5.4.4 we may also assume that $T$ is faithful. If $\mathcal{S}\left(\mathcal{C}(T)\right.$ ) is trivial then $l_{\phi, \phi^{\prime}}(T)=1$ for all $\phi \in \Phi$ and all $\phi^{\prime} \in \operatorname{ker}(\lambda)$ (cf. Lemma 5.4.2). Hence always $\rho_{\Phi}(\phi)\left(\alpha_{T}\left(\phi^{\prime}\right)\right)=0$, and in particular

$$
\beta\left(\alpha_{T}\left(\phi^{\prime}\right), \alpha_{T}\left(\phi^{\prime \prime}\right)\right)=\rho_{\Phi}\left(\phi^{\prime}\right)\left(\alpha_{T}\left(\phi^{\prime \prime}\right)\right)=0
$$

for all $\phi^{\prime}, \phi^{\prime \prime} \in \operatorname{ker}(\lambda)$. Hence $\alpha_{T}(\operatorname{ker}(\lambda))$ is a Type $T$ code and hence $\alpha_{T}(\operatorname{ker}(\lambda))=$ $\{0\}$, due to the anisotropy of $T$. This implies that $\operatorname{ker}(\lambda) \subseteq \operatorname{ker}\left(\rho_{\Phi}\right)$, and hence $\operatorname{ker}(\lambda)=\{0\}$, due to the faithfulness of $T$. Hence $\lambda$ is injective, and the claim follows with Theorem 5.4.3.

In the next step of the proof of Theorem 5.1.7, we generalize the claim to form rings over matrix rings over finite fields.

Theorem 5.4.6. Let the representation $T^{(n)}$ of $\operatorname{Mat}_{n}(\mathcal{R})$ be the nth power of $T$ (cf. Definition 4.3.15). Then the element $\left[T^{(n)}\right] \in \mathcal{W}\left(\operatorname{Mat}_{n}(\mathcal{R})\right)$ has the same order as the element $[T] \in \mathcal{W}(\mathcal{R})$. Moreover, if $\mathcal{R}$ is a form ring over a finite field then $\mathcal{S}(\mathcal{C}(T)) \cong \mathcal{S}\left(\mathcal{C}\left(T^{(n)}\right)\right)$.

Proof. That the order of $[T]$ equals the order of $[T]^{(n)}$ follows from Theorem 4.3.17. On generators of $\mathcal{C}(T)$ define a group monomorphism $\iota: \mathcal{C}(T) \rightarrow \mathcal{C}\left(T^{(n)}\right)$ by

$$
m_{r} \mapsto m_{\operatorname{diag}(r, 1, \ldots, 1)}, \quad d_{\phi} \mapsto d_{\operatorname{diag}(\phi, 0, \ldots, 0)}, \quad h_{e, u_{e}, v_{e}} \mapsto h_{e^{(n)}, u_{e}^{(n)}, v_{e}^{(n)}}
$$

for $r \in R^{*}, \phi \in \Phi$ and a symmetric idempotent $e=u_{e} v_{e} \in R$, where $e^{(n)}=$ $\operatorname{diag}(e, 0, \ldots, 0)$ and $u_{e}, v_{e}$ are defined similarly. Then $\iota(x)=x \otimes \operatorname{id}_{n}$, hence scalars are mapped to scalars of the same order, and hence $\mathcal{S}(\mathcal{C}(T))$ is isomorphic to a subgroup of $\mathcal{S}\left(\mathcal{C}\left(T^{(n)}\right)\right)$. By Remark 5.1.6, the order of $\left[T^{(n)}\right]$ is a multiple of the order of $\mathcal{S}\left(\mathcal{C}\left(T^{(n)}\right)\right.$ ), and hence if $\mathcal{R}$ is a form ring over a finite field then

$$
\left|\mathcal{S}\left(\mathcal{C}\left(T^{(n)}\right)\right)\right| \leq\left|\left\langle\left[T^{(n)}\right]\right\rangle\right|=|\langle[T]\rangle|=|\mathcal{S}(\mathcal{C}(T))|,
$$

by Theorem 5.4.5, hence $\mathcal{S}\left(\mathcal{C}\left(T^{(n)}\right)\right)$ and $\mathcal{S}(\mathcal{C}(T))$ have the same order, and the claim follows.

Since every form ring whose ground ring is a matrix ring over a finite field $\mathbb{F}$ is isomorphic to some matrix form $\operatorname{ring} \operatorname{Mat}_{n}(\mathcal{R})$ over $\mathbb{F}$ (cf. Theorem 4.3.14), one obtains Theorem 5.1.7 for form rings over matrix rings.

Corollary 5.4.7. If $\mathcal{R}$ is a form ring over a matrix ring over a finite field then the order of an element $[T] \in \mathcal{W}(\mathcal{R})$ equals the order of the scalar subgroup $\mathcal{S}(\mathcal{C}(T))$.

Now we are able to prove Theorem 5.1.7 for form rings over arbitrary finite rings.

Proof of Theorem 5.1.7. As already shown in the proof of Theorem 5.4.5, it suffices to show that $[T]=0$ whenever $\mathcal{S}(\mathcal{C}(T))$ is trivial. Hence assume that $\mathcal{S}(\mathcal{C}(T))$ is trivial. Again by the proof of Theorem 5.4.5, we may assume that $T$ is anisotropic and faithful, which implies that $\lambda$ is injective. Since $R$ is finite, $\operatorname{rad} R$ is nilpotent, i.e. there exists some minimal positive integer $t$ with $(\operatorname{rad} R)^{t}=\{0\}$. Let $I:=(\operatorname{rad} R)^{\left[\frac{t}{2}\right\rceil}$ as in the proof of Theorem 4.3.5, then the form ideal

$$
\mathcal{I}:=(I,\{\psi(I)\}) \subseteq \operatorname{Ann}_{\mathcal{R}}(T)
$$

as seen in the proof of Theorem 4.3.5, and hence $\mathcal{I}=(0,0)$ since $T$ is faithful. This implies that $t=1$, i.e. $\operatorname{rad} R$ must be trivial. Hence the ring $R$ is semisimple. Let $1=e_{1}+\ldots+e_{k}$ be an orthogonal decomposition into central idempotents of $R$ such that always $e_{i}^{J}=e_{i}$, and that in every orthogonal decomposition $e_{i}=f+g$ into central idempotents $f=f^{J}$ and $g=g^{J}$, either $f=0$ or $g=0$. This induces an orthogonal decomposition

$$
T=e_{1} T \perp \ldots \perp e_{k} T
$$

where $[T]=0$ if and only if always $\left[e_{i} T\right]=0$ (cf. Remark 2.3.18). Moreover, there is an embedding

$$
\varrho: \mathcal{C}\left(e_{i} T\right) \hookrightarrow \mathcal{C}(T), \quad m_{e_{i} r} \mapsto m_{e_{i} r+1-e_{i}}, \quad d_{\phi[e]} \mapsto d_{\phi[e]}, \quad h_{\iota, u_{\iota}, v_{\iota}} \mapsto h_{\iota, u_{\iota}, v_{l}},
$$

with $\varrho(x)=x \otimes \mathrm{id}$, for $x \in \mathcal{C}\left(e_{i} T\right)$. In particular all the scalar subgroups $\mathcal{S}\left(\mathcal{C}\left(e_{i} T\right)\right)$ are trivial since $\mathcal{S}(\mathcal{C}(T))$ is trivial. Now an idempotent $e_{i}$ in this decomposition is either central primitive, or there exists an orthogonal decomposition $e_{i}=f+g$ into central primitive idempotents $f, g$ with $f^{J}=g$. Clearly in the latter case $\left[e_{i} T\right]=0$, as seen in the proof of Theorem 4.3.5. If $e_{i}$ is central primitive then we may consider $e_{i} T$ as a representation of $\mathcal{R} / \operatorname{Ann}_{\mathcal{R}\left(e_{i} T\right)}$, which is a form ring over a matrix ring over a finite field. Since changing to this quotient form ring does not change the order of the scalar subgroup or the order of $\left[e_{i} T\right]$, the claim now follows from Corollary 5.4.7.

### 5.5 The universal Clifford-Weil group

In this section a universal Clifford-Weil group $\mathcal{C}(\mathcal{R})$ is introduced (cf. [33, Remark 5.4.8]), which, if $\mathcal{R}$ is faithful (cf. Definition 5.5.1) is a central extension of $\mathcal{U}(R, \Phi)$ with the Witt group $\mathcal{W}(\mathcal{R})$. For every finite representation $T$ of $\mathcal{R}$, the CliffordWeil group $\mathcal{C}(T)$ is a quotient of $\mathcal{C}(\mathcal{R})$.

Definition 5.5.1. $\mathcal{R}$ is called faithful if $\cap_{T \in \mathcal{T}(\mathcal{R})} \operatorname{Ann}_{\mathcal{R}}(T)=(0,0)$.
Note that with respect to their representations, only the faithful form rings are of interest, since every representation $T$ of $\mathcal{R}$ is also a representation of the faithful form ring $\mathcal{R} / \operatorname{Ann}_{\mathcal{R}}(T)$.

Remark 5.5.2. If $\mathcal{R}$ is faithful then every element $[T] \in \mathcal{W}(\mathcal{R})$ has a faithful representative.

Proof. Since $\mathcal{R}$ is faithful, for every element $r \in R-\{0\}$ and $\phi \in \Phi-\{0\}$ there exists some $T_{r, \phi} \in \mathcal{T}(\mathcal{R})$ such that $(r, \phi) \notin \operatorname{Ann}_{\mathcal{R}}(T)$. Let

$$
T_{f}:=\perp_{r \in R-\{0\}} \perp_{\phi \in \Phi-\{0\}} T_{r, \phi},
$$

then $\operatorname{Ann}_{\mathcal{R}}\left(T_{f}\right)=\cap_{r \in R-\{0\}, \phi \in \Phi-\{0\}} \operatorname{Ann}_{\mathcal{R}}\left(T_{r, \phi}\right)=(0,0)$, i.e. $T_{f}$ is faithful, and so is every multiple of $T_{f}$. Let $t$ be the order of $\left[T_{f}\right]$, then $\left[T \perp T^{t}\right]=[T]$ is faithful, which proves the assertion.

By Corollary 5.2.11, the Clifford-Weil group $\mathcal{C}(T)$ of a representation $T$ of $\mathcal{R}$ is a central extension of the hyperbolic counitary group $\mathcal{U}_{T}(R, \Phi)$,

$$
\mathcal{C}(T) \cong \mathcal{S}(\mathcal{C}(T)) \cdot \mathcal{U}_{T}(R, \Phi) .
$$

Definition 5.5.3. Let $\mathcal{F}\left(\mathcal{G}_{U}\right)$ be the free group on the generating set

$$
\mathcal{G}_{U}:=\left\{d((r, \phi)), H_{e, u_{e}, v_{e}} \mid r \in R^{*}, \phi \in \Phi, e \in R \text { symmetric idempotent }\right\}
$$

of $\mathcal{U}(R, \Phi)$, and let the epimorphism $\nu_{T}: \mathcal{F}\left(\mathcal{G}_{U}\right) \rightarrow \mathcal{C}(T)$ be as in Remark 5.3.8. The universal Clifford-Weil group is

$$
\mathcal{C}(\mathcal{R}):=\mathcal{F}\left(\mathcal{G}_{U}\right) / \cap_{T \in \mathcal{T}} \operatorname{ker}\left(\nu_{T}\right)
$$

Clearly $\mathcal{C}(T) \cong \mathcal{F}\left(\mathcal{G}_{U}\right) / \operatorname{ker}\left(\nu_{T}\right)$ is a quotient of $\mathcal{C}(\mathcal{R})$, for every finite representation $T$ of $\mathcal{R}$.

Theorem 5.5.4. If $\mathcal{R}$ is faithful then $\mathcal{C}(\mathcal{R}) \cong \operatorname{Hom}\left(\mathcal{W}(\mathcal{R}), \mathbb{C}^{*}\right) . \mathcal{U}(R, \Phi)$ is a finite central extension of $\mathcal{U}(R, \Phi)$.

Proof. Let $\pi: \mathcal{F}\left(\mathcal{G}_{U}\right) \rightarrow \mathcal{U}(R, \Phi)$ be the natural group epimorphism. Since $\mathcal{R}$ is faithful, $\cap_{T \in \mathcal{T}(\mathcal{R})} \operatorname{ker}\left(\nu_{T}\right) \subseteq \operatorname{ker}(\pi)$. This induces an epimorphism

$$
\widetilde{\pi}: \mathcal{C}(\mathcal{R})=\mathcal{F}\left(\mathcal{G}_{U}\right) / \cap_{T \in \mathcal{T}} \operatorname{ker}\left(\nu_{T}\right) \rightarrow \mathcal{U}(R, \Phi)
$$

It remains to show that $\operatorname{ker}(\widetilde{\pi}) \cong \operatorname{Hom}\left(\mathcal{W}(\mathcal{R}), \mathbb{C}^{*}\right)$. Clearly

$$
\operatorname{ker}(\widetilde{\pi})=\operatorname{ker}(\pi) / \cap_{T \in \mathcal{T}} \operatorname{ker}\left(\nu_{T}\right)
$$

Consider the homomorphism

$$
\varphi: \operatorname{ker}(\pi) \rightarrow \operatorname{Hom}\left(\mathcal{W}(\mathcal{R}), \mathbb{C}^{*}\right), \quad w \mapsto\left([T] \mapsto \zeta_{T}\right)
$$

where $\nu_{T}(w)=\zeta_{T} \cdot \mathrm{id} \in \mathcal{C}(T)$. That $\varphi$ is well-defined, i.e. that $\zeta_{T}$ only depends on the equivalence class $[T]$, follows from the construction and uniqueness of the anisotropic representative of $[T]$, together with Lemma 5.3.6. Clearly the kernel $\operatorname{ker}(\varphi)=\cap_{T \in \mathcal{T}} \operatorname{ker}\left(\nu_{T}\right)$. It remains to show that $\varphi$ is surjective, i.e. that

$$
\operatorname{Im}(\varphi)^{\perp}:=\{[T] \in \mathcal{W}(\mathcal{R}) \mid \varphi(u)([T])=1 \text { for all } u \in \operatorname{ker}(\pi)\}=\{0\}
$$

Due to the surjectivity of $\nu_{T}: \mathcal{F}(R, \Phi) \rightarrow \mathcal{C}(T)$, the preimage $\nu_{T}^{-1}(\mathcal{S}(\mathcal{C}(T)))=$ $\operatorname{ker}(\pi)$. Hence $[T]$ lies in $\operatorname{Im}(\varphi)^{\perp}$ if and only if $\mathcal{S}(\mathcal{C}(T))$ is trivial. According to Theorem 5.1.7, this implies that $[T]=0$, and hence $\operatorname{Im}(\varphi)^{\perp}=\{0\}$, i.e. $\varphi$ is surjective, as claimed.

### 5.6 Examples

The theory in this chapter allows to determine the minimum length $t$ for which there exists a self-dual Type $T$ code only from the computation of the CliffordWeil group $\mathcal{C}(T)$. This is illustrated by the following examples, which give explicit constructions of scalar elements of order $t$ in $\mathcal{C}(T)$.

### 5.6.1 Doubly-even binary codes

A first application of the theory of Clifford-Weil groups is an alternative proof for the following well-known result by Gleason.

Theorem 5.6.1. There exists a self-dual doubly-even binary code of length $N$ if and only if $N$ is a multiple of 8 .

Proof. Consider the Type $2_{\mathrm{II}}^{E}$ of doubly-even binary codes defined in Section 2.2.1. The claim is that the element $\left[2_{\mathrm{II}}^{E}\right]$ has order 8 in the Witt group of the underlying form ring $\mathcal{R}_{\mathrm{II}}$. By Theorem 5.1.7 this order equals the order of the scalar subgroup of the Clifford-Weil group $\mathcal{C}\left(2_{\mathrm{II}}^{E}\right)$. As seen in Example 5.1.8, the group $\mathcal{C}\left(2_{\text {II }}^{E}\right) \leq \operatorname{GL}(2, \mathbb{C})$ has order 192 and is generated by the elements

$$
h=h_{1,1,1}=\frac{1}{\sqrt{2}}\left(\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right) \quad \text { and } \quad d=d_{1}=\operatorname{diag}(1, i)
$$

where $i$ is a root of $x^{2}+1$. The scalar subgroup is generated by $(d \cdot h)^{3}=\frac{1+i}{\sqrt{2}} \cdot \mathrm{id}$, which has order 8.

### 5.6.2 Codes with prescribed automorphisms over fields of characteristic 2

Let $\mathbb{F}$ be a finite field of characteristic 2 and let $G$ be a permutation group of degree $N$. Recall that a linear code $C \leq \mathbb{F}^{N}$ is called $G$-invariant if and only if

$$
G \subseteq \operatorname{Aut}(C)=\left\{\pi \in S_{N} \mid \pi C=C\right\}
$$

where the symmetric group $S_{N}$ acts naturally on $\mathbb{F}^{N}$ by coordinate permutations. The $G$-invariant linear codes in $\mathbb{F}^{N}$ which are self-dual with respect to the standard scalar product $(\cdot, \cdot)$ are precisely the self-dual Type $T$ codes for the representation $T=T\left(V=\mathbb{F}^{N}, \tilde{\beta}\right)$ of the form ring $\mathcal{R}=\mathcal{R}(\mathbb{F} G, J, 1)$, where $V$ is a left $\mathbb{F} G$-module in the natural way, and

$$
\beta: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{Q} / \mathbb{Z}, \quad(v, w) \mapsto \frac{1}{2} \operatorname{Trace}_{\mathbb{F} / \mathbb{F}_{2}}((v, w)),
$$

and $J$ is the $\mathbb{F}$-linear involution of $\mathbb{F} G$ with $g^{J}=g^{-1}$, for $g \in G$ (cf. Example 2.1.8). The Witt group $\mathcal{W}(\mathcal{R})$ is cyclic of order 2 , since

$$
\mathcal{W}(\mathbb{F} G, J, 1) \rightarrow \mathcal{W}(\mathcal{R}), \quad \mathcal{W}(\mathcal{R}), \quad[(W, \psi)] \mapsto[T(W, \psi)]
$$

is a group isomorphism (recall that $\mathcal{W}(\mathbb{F} G, J, 1)$ is the Witt group of equivariant $\mathbb{F} G$-modules introduced in Section 4.1 and that this group is cyclic of order 2 by Corollary 4.1.20). Hence either $T$ is metabolic or $[T]$ has order 2 in $\mathcal{W}(\mathcal{R})$. Note that since in the $G$-module $V \oplus V$, every simple module occurs with even multiplicity, the latter already follows from Corollary 4.1.27. Hence it follows with Theorem 5.1.7 that either $T$ is metabolic or $\mathcal{S}(\mathcal{C}(T))$ is cyclic of order 2. In the latter case, an explicit construction of a scalar of order 2 is given in Theorem 5.6.3, and prepared in the following lemma.

Lemma 5.6.2. Let $\mathcal{R}$ be a form ring over a ring $R$ of characteristic 2 with associated unit $\epsilon=1$, and let $\phi \in \operatorname{ker}(\lambda)$. The element $d((1, \phi)) H_{1,1,1}$ in the associated hyperbolic counitary group has order 4 , hence $\left(d_{\phi} h_{1,1,1}\right)^{4}$ is a scalar in the Clifford-Weil group of a representation of $\mathcal{R}$.

Proof. By definition

$$
d((1, \phi))=\left(\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
& \phi
\end{array}\right)\right) \quad \text { and } \quad H_{1,1,1}=\left(\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & \psi(1) \\
& 0
\end{array}\right)\right) .
$$

One calculates that

$$
\left(\begin{array}{ll}
\phi_{1} & m \\
& \phi_{2}
\end{array}\right)\left[\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
\phi_{2} & \tau(m) \\
& \phi_{1}
\end{array}\right)
$$

for all $\phi_{1}, \phi_{2} \in \Phi$ and $m \in M$, and hence

$$
\left(d((1, \phi)) H_{1,1,1}\right)^{2}=\left(\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
\phi & \psi(1) \\
\phi
\end{array}\right)\right)
$$

In particular $d((1, \phi)) H_{1,1,1}$ has order greater than 3 . Since $R$ has characteristic 2 and $\phi \in \operatorname{ker}(\lambda)$ is a linear $R$-module, the sum $\phi+\phi=0$ and hence the above yields

$$
\left(d((1, \phi)) H_{1,1,1}\right)^{4}=\left(\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\right)
$$

and the claim follows.

Theorem 5.6.3. Let $V$ be a left $\mathbb{F} G$-module and let $\beta: V \times V \rightarrow \mathbb{Q} / \mathbb{Z}$ be a nondegenerate, $G$-invariant, symmetric, biadditive form on $V$. Let $T=T(V, \beta)$ be the associated representation of the form ring $\mathcal{R}=\mathcal{R}(\mathbb{F} G, J, 1)$ (cf. Example 2.1.8). Then either there exists a self-dual Type $T$ code in $V$ or the element

$$
\left(d_{\{\psi(1)}\right\}^{\left.h_{1,1,1}\right)^{4} \in \mathcal{C}(T)}
$$

is a scalar of order 2 .
Proof. Let the code $C$ in $V$ be maximally Type $T$. Then the quotient representation $T / C=T\left(C^{\perp} / C, \beta_{C}\right)$ is anisotropic and induced by the $G$-invariant, non-degenerate, symmetric, biadditive form

$$
\beta_{C}: C^{\perp} / C \times C^{\perp} / C \rightarrow \mathbb{Q} / \mathbb{Z}, \quad\left(c^{\prime}+C, c^{\prime \prime}+C\right) \mapsto \beta\left(c^{\prime}, c^{\prime \prime}\right)
$$

The map $r: \mathcal{C}(T) \rightarrow \mathcal{C}(T / C)$ which maps

$$
\begin{aligned}
& m_{f} \mapsto\left(b_{v+C} \mapsto b_{f v+C}\right), \quad d_{\phi} \mapsto\left(b_{v+C} \mapsto \exp \left(2 \pi i \rho_{\Phi}(\phi)(v)\right) b_{v+C}\right), \\
& h_{e, u_{e}, v_{e}} \mapsto\left(b_{v+C} \mapsto\left|e\left(C^{\perp} / C\right)\right|^{-\frac{1}{2}} \sum_{\left.w \in e\left(C^{\perp} / C\right)\right)} \beta\left(v, v_{e} w\right) b_{w+(1-e) v}\right)
\end{aligned}
$$

(cf. Lemma 5.3.6) restricts to an isomorphism of the scalar subgroups, as shown in Section 5.3. Hence it suffices to show the claim for $T / C$, or alternatively, we may assume that $T$ is anisotropic. Let $\phi:=\{\psi(1)\}$ and $h:=h_{1,1,1}$. The element $\left(d_{\phi} h\right)^{4}$ is a scalar by Theorem 5.6.2, since

$$
\lambda(\phi)=\lambda(\{\psi(1)\})=\psi(1)+\tau(\psi(1))=1+1=0
$$

i.e. $\phi \in \operatorname{ker}(\lambda)$. Hence it suffices to show that $\left(d_{\phi} h\right)^{4}\left(e_{v}\right)=-e_{v}$ for some $v \in V$. For the following calculations, observe that the map

$$
\varphi: V \rightarrow \frac{1}{2} \mathbb{Z} / \mathbb{Z}, \quad x \mapsto \beta(x, x)
$$

is additive and hence there exists some element $v \in V$ with $\beta(v, x)=\varphi(x)$ for all $x \in V$. In particular $\beta(v, v g)=\varphi(v g)=\beta(v g, v g)=\beta(v, v)$ for all $g \in G$, since $\beta$ is $G$-invariant. This implies that $\beta(v, v) \neq 0$ since otherwise $v \in\langle v\rangle^{\perp}$, i.e. $\langle v\rangle \cap\langle v\rangle^{\perp}$ is a nonzero isotropic subspace, which contradicts the anisotropy of $T$. Hence $\beta(v, v)=\frac{1}{2}$. Moreover,

$$
d_{\phi}\left(e_{x}\right)=\exp (2 \pi i \beta(x, x)) e_{x}=\exp (2 \pi i \beta(v, x)) e_{x}
$$

for all $x \in V$. Now

$$
\begin{aligned}
h d_{\phi} h\left(e_{0}\right) & =h d_{\phi}\left(|V|^{-\frac{1}{2}} \sum_{x \in V} e_{x}\right)=h\left(|V|^{-\frac{1}{2}} \sum_{x \in V} \exp \left(2 \pi i \beta(v, x) e_{x}\right)\right. \\
& =|V|^{-1} \sum_{w \in V} \sum_{x \in V} \exp (2 \pi i \beta(w+v, x)) e_{w}=e_{v},
\end{aligned}
$$

since

$$
\sum_{x \in V} \exp (2 \pi i \beta(w+v, x))=\left\{\begin{array}{cc}
|V|, & w=v \\
0 & \text { otherwise } .
\end{array}\right.
$$

Analogously, $h d_{\phi} h\left(e_{v}\right)=e_{0}$, and hence

$$
\left(d_{\phi} h\right)^{4}\left(e_{0}\right)=d_{\phi}\left(h d_{\phi} h\right) d_{\phi}\left(e_{v}\right)=\exp (2 \pi i \beta(v, v)) d_{\phi}\left(h d_{\phi} h\right)\left(e_{v}\right)=-d_{\phi}\left(e_{0}\right)=-e_{0}
$$

as claimed.

### 5.6.3 Doubly-even codes with prescribed automorphisms

Let $G$ be a permutation group of degree $N$, where $N$ is a multiple of 8 . In the case where there exists no binary $G$-invariant self-dual code of length $N$ (not necessarily doubly-even), a non-trivial scalar in the appropriate Clifford-Weil group has been constructed in the preceding section. Hence in this section assume that there exists a $G$-invariant self-dual binary code of length $N$. Then by Theorem 3.2.7 there exists a $G$-invariant doubly-even self-dual binary code of length $N$ if and only if $G$ lies in the alternating group $A_{N}$. In Lemma 5.6.4 a scalar of order 2 in the Clifford-Weil group of the Type of doubly-even $G$-invariant self-dual binary codes is constructed in the case where $G$ does not lie in the alternating group. To define this Type, assume that every involution of $G$ acts fixed-point-freely. Let $\mathbf{1} \in \mathbb{F}_{2}^{N}$ be the all-ones vector, and on the $G$-module $V:=\langle\mathbf{1}\rangle^{\perp} /\langle\mathbf{1}\rangle$ consider the $G$-invariant quadratic form

$$
q: V \rightarrow \mathbb{F}_{2}, \quad v+\langle\mathbf{1}\rangle \mapsto \frac{\mathrm{wt}(v)}{2}
$$

The Type $T=T(V, q)$ (cf. Section 2.2.5) models the $G$-invariant self-dual doublyeven binary codes. Note that the assumption that every involution of $G$ acts fixed-point-freely guarantees that $T$ is well-defined, since it implies that $\lambda(q)(v, a w)=0$ whenever $a+a^{J}=0$, where $J$ is the $\mathbb{F}_{2}$-linear involution of $\mathbb{F}_{2} G$ with $g^{J}=g^{-1}$ (cf. Example 2.1.9).

Lemma 5.6.4. Assume that there exists a $G$-invariant self-dual binary code of length $N$ and that every involution of $G$ acts fixed-point-freely. Let $T$ be the Type of doubly-even $G$-invariant binary codes as above. If $G$ is not contained in the alternating group $A_{N}$ then $\mathcal{S}(\mathcal{C}(T))$ is cyclic of order 2 . More precisely, for every element $g \in G$ with $\operatorname{sign}(g)=-1$, the element $\left(h_{1,1,1} \cdot d_{\{\psi(1)\}} \cdot d_{\{\psi(g)\}}\right)^{3}$ is a scalar of order 2.

Proof. Let the code $C$ in $V$ be maximally Type $T$. Then the quotient $C^{\perp} / C$ is nonzero since there exists no self-dual $G$-invariant doubly-even code of length $N$, since $G$ is not contained in $A_{N}$ (cf. Theorem 3.2.7). The quotient representation $T / C=T\left(C^{\perp} / C, q_{C}\right)$ is induced by the $G$-invariant quadratic form

$$
q_{C}: C^{\perp} / C \rightarrow \mathbb{F}_{2}, \quad c^{\prime}+C \mapsto q\left(c^{\prime}\right)
$$

induced by $q$. With the same argument as in the proof of Theorem 5.6.3, it suffices to show the claim of the lemma for $\mathcal{S}(\mathcal{C}(T / C))$. As seen in the proof of Theorem 4.2.19, the quadratic $G$-module $\left(C^{\perp} / C, q_{C}\right)$ is isometric to $\left(U=\mathbb{F}_{2}^{2}, f\right)$, where $G \cap$ $A_{N}$ acts trivially on $U$ and every element $g \in G$ with $\operatorname{sign}(g)=-1$ interchanges the basis vectors $\left(u, u^{\prime}\right)$ of $U$, where $f(u)=f\left(u^{\prime}\right)=0$ and $f\left(u+u^{\prime}\right)=1$. Hence with respect to the basis $\left(b_{0}, b_{u}, b_{u^{\prime}}, b_{u+u^{\prime}}\right)$ of $\mathbb{C}\left[b_{x} \mid x \in U\right]$, generators of $\mathcal{C}(T / C)$ are

$$
\begin{gathered}
d_{\{\psi(1)\}}=\operatorname{diag}(1,1,1,-1), \quad d_{\{\psi(g)\}}=\operatorname{diag}(1,-1,-1,-1), \\
m_{g}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad h_{1,1,1}=\frac{1}{2}\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) .
\end{gathered}
$$

One calculates that the scalar subgroup of this matrix group is cyclic of order 2 and that

$$
\left(h_{1,1,1} \cdot d_{\{\psi(1)\}} \cdot d_{\{\psi(g)\}}\right)^{3}=\operatorname{diag}(-1,-1,-1,-1)
$$

which shows the assertion.

## Chapter 6

## The number of self-dual codes

In this chapter a code is a submodule of a finite right $A$-module $V$, where $A$ is a finite semisimple algebra over a finite field $\mathbb{F}$. Thus as in the previous chapters, a code has by definition not only the classical structure of a vector space over $\mathbb{F}$, but additional structure is claimed.

It is often additional structure which is of interest in coding theoretic applications. For instance if $C_{N}$ is the cyclic group of order $N$ then the submodules of the natural $\mathbb{F} C_{N}$-module $\mathbb{F}^{N}$ are precisely the famous cyclic codes of length $N$ over $\mathbb{F}$, i.e. those codes which are invariant under a cyclic shift of the coordinates. More generally, for a permutation group $G$ of degree $N$, the $G$-invariant codes, i.e. those codes $C$ with $C g=C$ for all $g \in G$, are precisely the submodules of the natural $\mathbb{F} G$-module $V=\mathbb{F}^{N}$. Such codes have received some attention from several authors (cf. [2, 19, 26]).

The $G$-invariance of the standard scalar product on $\mathbb{F}^{N}$ is generalized in Definition 6.1.4 to the notion of equivariant forms on an $A$-module $V$ (see also Definition 4.1.1). The dual, or orthogonal, of a code $C$ in $V$ with respect to an equivariant form $\beta$ is

$$
C^{\perp}=C^{\perp, \beta}:=\{v \in V \mid \beta(v, c)=0 \text { for all } c \in C\}
$$

which is again a submodule of $V$, due to the equivariance of $\beta$. If $C=C^{\perp}$ then $C$ is called self-dual. The existence of a self-dual code in $V$ has been investigated in Chapter 4.1, and some criteria have been given in some special cases where $A=\mathbb{F} G$ is a group algebra in Sections 4.1.1, 4.1.2 (see also [42]). Provided that there exists at least one self-dual code in $V$, this chapter gives the total number $M_{(V, \beta)}$ of self-dual codes in $V$, for a semisimple finite algebra $A$. This was motivated by a question of Cary Huffman, who had already given a formula for the number of self-dual cyclic codes of length $N$ over a field of coprime characteristic, answering this question in the case where $A=\mathbb{F} C_{N}$ is a semisimple group algebra. In this chapter it is shown for a general semisimple algebra that $M_{(V, \beta)}$ basically depends on the composition factors of $V$, except if $\mathbb{F}$ has characteristic 2 and $\beta$ is symmetric. Still, the latter case remains relatively transparent when $A$ is a group algebra - then, $M_{(V, \varphi)}$ additionally depends on the existence of a $G$-invariant isotropic vector $v \in V$, i.e. $\beta(v, v)=0$.

The number $M_{(V, \beta)}$ is determined via a Morita equivalence $\mathcal{F}$ given in Section
6.1, which maps $(V, \beta)$ onto a module $\left(U, \beta^{\prime}\right)$ over the $\mathbb{F}$-algebra $Z(A)$. In the case where $A=\mathbb{F} G$ is a group algebra and $\mathbb{F}$ is a splitting field for $G$, this corresponds the Morita equivalence given in [43]. It is shown that the equivalence $\mathcal{F}$ preserves the number of self-dual codes. Since $A$ is semisimple, $Z(A)$ is a ringdirect sum of fields. This reduces the determination of $M_{(V, \beta)}$, in Section 6.2.3, basically to an enumeration of all self-dual codes in a vector space endowed with a certain form. This situation is well understood; formulae are given in [41] and [22], for instance, and are cited in Subsection 6.2.2, for the convenience of the reader.

In Section 6.3 we give a group $\operatorname{WAut}(V)$ (cf. Definition 2.3.7) which acts on the set $\mathfrak{C}(V)$ of self-dual codes in $V$, and define some suitable subgroups $\Gamma \leq$ WAut $(V)$ which respect certain properties of codes, like the isometry type, or, in the case where $V$ is a permutation module, i.e. has a distinct basis, the weight distribution.

The total number $M_{(V, \beta)}$ of self-dual codes in $V$ is then the sum of the orbit lengths under $\Gamma$ - the mass formula (Theorem 6.3.2) is a reformulation of this fact, which relates the ratio $\frac{M_{(V, \beta)}}{|\Gamma|}$ to the stabilizer orders of $\Gamma$-orbits, hence is a useful tool to prove completeness of a classification of all self-dual codes in $V$. As an example, we classify in Section 6.3.2 the self-dual binary [48, 24]-codes with an automorphism of order 23.

The contents of this chapter have been published in [11].

### 6.1 Morita theory for codes

Let $A$ be a finite dimensional algebra over the finite field $\mathbb{F}$ and let $J$ be an involution of $A$, i.e. a bijective additive map satisfying $(a b)^{J}=b^{J} a^{J}$ and $\left(a^{J}\right)^{J}=a$ for all $a, b \in A$. Morita theory for algebras with involution has been studied in [8] and [16], in particular with regard to the connections between Hermitian modules (cf. Definition 6.1.1) over two different algebras $A, E$ over the same ring, where the Hermitian forms over $A$ factorize through $\otimes_{E}$. This section studies Hermitian modules $V$ over a semisimple algebra $A$ over a finite field $\mathbb{F}$, with involution, and its center $E=Z(A)$, which is fixed under $J$, hence naturally carries an involution.

This context naturally arises in the study of codes and their automorphisms, which is resumed in sections 6.2 and 6.3. There the algebra $A=\mathbb{F} G$ is a group algebra, for some subgroup $G \leq S_{N}$ of the symmetric group on $N$ points such that the characteristic of $\mathbb{F}$ does not divide the order of $G$. The module $V=\mathbb{F}^{N}$ is then the associated permutation module over $\mathbb{F} G$. The group algebra $\mathbb{F} G$ carries a natural $\mathbb{F}$-linear involution given by $g \mapsto g^{-1}$, for $g \in G$. We will investigate the number of self-dual codes $C \leq \mathbb{F}^{N}$ which are $G$-submodules of $V$, i.e. $C \pi=C$ for all $\pi \in G$. Orthogonality is in this context defined with respect to the standard scalar product

$$
\beta: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(v, v^{\prime}\right) \mapsto \sum_{i=1}^{N} v_{i} v_{i}^{\prime}
$$

which takes values in $\mathbb{F}$ and is $G$-invariant, i.e. $\left(v, v^{\prime}\right)=\left(v g, v^{\prime} g\right)$ for all $v, v^{\prime} \in V$
and $g \in G$. Hence $(V, \beta) \in \operatorname{Mod}_{\mathbb{F} G}^{(\mathbb{F}, 1)}$ in the sense of Definition 6.1.4, which introduces the category $\operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}$ of $\varepsilon$-equivariant $A$-modules for a general finite $\mathbb{F}$-algebra. This category is Morita equivalent to the category $\operatorname{Mod}_{A}^{(A, \varepsilon)}$ given in Definition 6.1.1. In analogy with the construction given in [8, Th. 8.2] we construct a Morita equivalence $\mathcal{F}: \operatorname{Mod}_{A}^{(A, \varepsilon)} \rightarrow \operatorname{Mod}_{E}^{(E, \delta)}$ in Theorem 6.1.11, for some suitable $\delta \in\{-1,1\}$.
Definition 6.1.1. (i) Let $\varepsilon \in \mathbb{F}^{*}$. An $\varepsilon$-Hermitian form on a right $A$-module $V$ is a biadditive mapping $\phi: V \times V \rightarrow A$ such that

$$
\phi(v, w a)=\phi(v, w) a \text { and } \phi(v, w)=\varepsilon(\phi(w, v))^{J}
$$

for all $v, w \in V$ and $a \in A$. If $\phi$ is non-degenerate, i.e. if

$$
\operatorname{rad}(\phi):=\{v \in V \mid \phi(v, w)=0 \text { for all } w \in V\}=\{0\}
$$

then $(V, \phi)$ is called an $\varepsilon$-Hermitian right $A$-module. Analogously one defines $\varepsilon$-Hermitian left $A$-modules.
(ii) Let $\operatorname{Mod}_{A}^{(A, \varepsilon)}$ be the category of $\varepsilon$-Hermitian right $A$-modules. The morphisms from the object $(V, \phi)$ to the object $\left(V^{\prime}, \phi^{\prime}\right)$ are the $A$-module homomorphisms $\psi: V \rightarrow V^{\prime}$ satisfying $\phi^{\prime}(\psi(v), \psi(w))=\phi(v, w)$ for all $v, w \in V$. Since any such homomorphism is injective, the morphisms are also called monometries.
Remark 6.1.2. If there exists a nonzero $\varepsilon$-Hermitian $A$-module $(V, \phi)$ then $\varepsilon^{J} \varepsilon=1$, since

$$
\phi(v, w)=\varepsilon \phi(w, v)^{J}=\varepsilon\left(\varepsilon \phi(v, w)^{J}\right)^{J}=\varepsilon \varepsilon^{J} \phi(v, w)
$$

for all $v, w \in V$.
Remark 6.1.3. Write $A=\oplus_{i=1}^{t} D_{i}^{n_{i} \times n_{i}}$, where the $D_{i}$ are field extensions of $\mathbb{F}$. Then the involution J preserves the center $Z(A)=\oplus_{i=1}^{t} D_{i}$, hence restricts to an automorphism of order 1 or 2 on $Z(A)$. So there are field automorphisms $\alpha_{i} \in \operatorname{Aut}\left(D_{i}\right)$ and a permutation $\pi \in S_{t}$ of order 1 or 2 such that

$$
\left(z_{1}, \ldots, z_{t}\right)^{J}=\left(z_{\pi(1)}^{\alpha_{1}}, \ldots, z_{\pi(t)}^{\alpha_{t}}\right)
$$

for all $\left(z_{1}, \ldots, z_{t}\right) \in Z(A)$, where always $D_{i} \cong D_{\pi(i)}$, and $\alpha_{i}$ and $\alpha_{\pi(i)}$ are of the same order. We extend the automorphism $\alpha_{i}$ to an involution

$$
\alpha_{i}: D_{i}^{n_{i} \times n_{i}} \rightarrow D_{i}^{n_{i} \times n_{i}}, M_{i} \mapsto\left(M_{i}^{\alpha_{i}}\right)^{\operatorname{tr}}
$$

where $M_{i}^{\mathrm{tr}}$ is the transpose of the matrix $M_{i}$ and $\alpha_{i}$ is applied componentwise. We obtain an involution

$$
-: A \rightarrow A, \quad\left(M_{1}, \ldots, M_{t}\right) \mapsto\left(\left(M_{\pi(1)}^{\alpha_{1}}\right)^{\operatorname{tr}}, \ldots,\left(M_{\pi(t)}^{\alpha_{t}}\right)^{\operatorname{tr}}\right)
$$

The composition $J \circ^{-}: A \rightarrow A$ is an automorphism of $A$ restricting to the identity on the center of A. So by the Theorem of Skolem and Noether (see for instance [23, Th. 1.4]), the composition $J \circ{ }^{-}$is given by conjugation with a unit $u=\left(u_{1}, \ldots, u_{t}\right) \in A^{*}$. Hence

$$
\left(M_{1}, \ldots, M_{t}\right)^{J}=u \overline{\left(M_{1}, \ldots, M_{t}\right)} u^{-1}=\left(u_{1}\left(M_{\pi(1)}^{\alpha_{1}}\right)^{\operatorname{tr}} u_{1}^{-1}, \ldots, u_{t}\left(M_{\pi(t)}^{\alpha_{t}}\right)^{\operatorname{tr}} u_{t}^{-1}\right)
$$

for all $\left(M_{1}, \ldots, M_{t}\right) \in A$.

Definition 6.1.4. An $\varepsilon$-equivariant right $A$-module is a pair $(V, \beta)$, where $V$ is a right A-module and $\beta: V \times V \rightarrow \mathbb{F}$ is a non-degenerate e-equivariant form (cf. Section 4.1). Analogously one defines $\varepsilon$-equivariant left $A$-modules. $B y \operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}$ denote the category of $\varepsilon$-equivariant right $A$-modules, with the monometries as morphisms (cf. Definition 6.1.1).

The categories $\operatorname{Mod}_{A}^{(A, \varepsilon)}$ and $\operatorname{Mod}_{A}^{(F, \varepsilon)}$ are equivalent, which has been shown in [31], for instance. The proof is as follows. Let Trace ${ }_{\mathrm{reg}}: A \rightarrow \mathbb{F}$ be the reduced trace, i.e. if $A=\oplus_{i=1}^{t} D_{i}^{n_{i} \times n_{i}}$ and $M=\left(M_{1}, \ldots, M_{t}\right) \in A$ then $\operatorname{Trace}_{\text {reg }}(M)=$ $\sum_{i=1}^{t} \operatorname{Tr}_{D_{i} / \mathbb{F}}\left(\operatorname{Trace}\left(M_{i}\right)\right)$. The functor

$$
T: \operatorname{Mod}_{A}^{(A, \varepsilon)} \rightarrow \operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}, \quad(V, \phi) \mapsto\left(V, \operatorname{Trace}_{\mathrm{reg}}(\phi)\right)
$$

establishes an equivalence. Note that $\operatorname{Trace}_{\mathrm{reg}}(\phi)$ is non-degenerate whenever $\phi$ has this property, since $\operatorname{rad}\left(\operatorname{Trace}_{\mathrm{reg}}(\phi)\right)=\operatorname{rad}(\phi)$, due to the non-degeneracy of Trace $_{\text {reg }}: A \times A \rightarrow \mathbb{F},(a, b) \mapsto \operatorname{Trace}_{\text {reg }}(a b)$, cf. [6, Proposition 7.41]. In addition, the functor $T$ preserves orthogonality (cf. Definition 6.1.6). This property ensures that any $(V, \phi) \in \operatorname{Mod}_{A}^{(A, \varepsilon)}$ contains as many self-dual codes as $T((V, \phi))$.

Remark 6.1.5. Assume that $A$ is semisimple and that $(A, J)$ is simple, i.e. there exists no nontrivial proper ideal of $A$ which is left invariant under $J . \operatorname{Let}(V, \beta) \in \operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}$ such that there exists no proper orthogonal decomposition of $(V, \beta)$ into other $\varepsilon$-equivariant A-modules. Then one of the following holds.
(i) There exists a field extension $D$ of $\mathbb{F}$ such that $A \cong D^{n \times n}$, and $V=D^{1 \times n}$ is the unique simple right $A$-module. Let $\tilde{\beta}: V \times V \rightarrow D$ be a non-degenerate $\varepsilon$ equivariant form such that $(V, \tilde{\beta}) \in \operatorname{Mod}_{A}^{(D, \varepsilon)}$ and $\beta=\operatorname{Trace}_{D / \mathbb{F}}(\tilde{\beta})$. Let u be a Gram Matrix of $\tilde{\beta}$ with respect to some $D$-basis of $V$. Then $u^{\operatorname{tr}}=\varepsilon u^{\alpha}$, where $\alpha$ is the restriction of $J$ to $D$, applied componentwise. Let $\Delta: A \rightarrow D^{n \times n}$ be the natural embedding. Due to the equivariance of $\beta, \Delta(a)^{\alpha} u=u \Delta\left(a^{J}\right)^{\operatorname{tr}}$ for all $a \in A$, i.e. $\Delta\left(a^{J}\right)=u^{\operatorname{tr}}\left(\Delta(a)^{\alpha}\right)^{\operatorname{tr}}\left(u^{\operatorname{tr}}\right)^{-1}$.
(ii) There exists an isomorphism $\left(\delta_{1}, \delta_{2}\right): A \rightarrow D^{n \times n} \oplus D^{n \times n}, a \mapsto\left(\delta_{1}(a), \delta_{2}(a)\right)$, for some field extension $D$ of $\mathbb{F}$, and $V=D^{1 \times n} \oplus D^{1 \times n}$. Let $\Delta: A \hookrightarrow D^{2 n \times 2 n}$ be the natural embedding as block diagonal matrices. If $u$ is as above then $u=\left(\begin{array}{cc}0 \\ \varepsilon u^{\prime \prime \alpha} & u^{\prime \text { tr }} \\ 0\end{array}\right)$, i.e. again, $u^{\operatorname{tr}}=\varepsilon u^{\alpha}$ and $\Delta\left(a^{J}\right)=u^{\operatorname{tr}}\left(\Delta(a)^{\alpha}\right)^{\operatorname{tr}}\left(u^{\operatorname{tr}}\right)^{-1}$ for all $a \in A$.

Definition 6.1.6. Let $\mathcal{M}, \mathcal{M}^{\prime}$ be categories of $\varepsilon$-Hermitian or equivariant modules over the algebras $A_{\mathcal{M}}$ and $A_{\mathcal{M}^{\prime}}$, respectively. A functor $F: \mathcal{M} \rightarrow \mathcal{M}^{\prime},(V, \beta) \mapsto$ $\left(F_{0}(V), F_{1}(\beta)\right)$ is said to preserve orthogonality if

$$
F_{0}\left(C^{\perp, \beta}\right)=F_{0}(C)^{\perp, F_{1}(\beta)}
$$

for every submodule $C \leq V$.
The main result of this section is the following.

Theorem 6.1.7. Let $\delta \in\{-1,1\}$ and assume that every simple self-dual $A$-module carries a non-degenerate $\delta \varepsilon^{J}$-Hermitian form. Then there is an orthogonality-preserving equivalence between the categories $\operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}$ and $\operatorname{Mod}_{E}^{(E, \delta)}$, where $E=Z(A)$ is the center of $A$, with the restriction of $J$ to $E$ as involution.

Note that according to Remark 4.1.22, for every semisimple algebra $A$ there exists a decomposition $A=e A \oplus(1-e) A$ with some central idempotent $e=$ $e^{J}$ such that the algebras $e A$ and $(1-e) A$ satisfy the assumption of Theorem 6.1.11 on the simple modules. This decomposition is not necessarily proper (for instance in characteristic 2 ), nor is it necessarily unique, since a simple self-dual $A$-module may carry both $\varepsilon$ - and $-\varepsilon$-equivariant forms, even in odd characteristic (cf. Corollary 4.1.24).

The equivalence stated in Theorem 6.1.7 will be constructed as a composition

$$
\operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)} \xrightarrow{T^{-1}} \operatorname{Mod}_{A}^{(A, \varepsilon)} \xrightarrow{\mathcal{F}} \operatorname{Mod}_{E}^{(E, \delta)},
$$

where $T$ is as above. The functor $\mathcal{F}$ is defined in Theorems 6.1.10 and 6.1.11, respectively. The latter Theorem also states that $\mathcal{F}$ is an equivalence.

Remark 6.1.8. Let $(W, \psi)$ be a $\delta \varepsilon^{J}$-Hermitian (resp. $\delta \varepsilon^{J}$-equivariant) left $A$-module. Consider $W$ as a right module $W_{E}$ over $E=Z(A)$ via we $:=e^{J} w$ for $w \in W$ and $e \in E$. Then $\left(W_{E}, \psi\right)$ is also an $\delta \varepsilon^{J}$-Hermitian (resp. $\delta \varepsilon^{J}$-equivariant) right $E$-module, where the involution of $E$ is the restriction of $J$.

The functor $\mathcal{F}$ transforms $A$-valued forms into $E$-valued forms. For its construction we need the following definition.

Definition 6.1.9. Let $A \cong \oplus_{i=1}^{t} D_{i}^{n_{i} \times n_{i}}$, where the $D_{i}$ are field extensions of $\mathbb{F}$. Define

$$
\operatorname{Trace}_{A / E}: A \rightarrow E, \quad\left(M_{1}, \ldots, M_{t}\right) \mapsto\left(\operatorname{Trace}\left(M_{1}\right) I_{n_{1}}, \ldots, \operatorname{Trace}\left(M_{t}\right) I_{n_{t}}\right) .
$$

Theorem 6.1.10. Let $\delta \in\{1,-1\}$ and let $(W, \psi)$ be a $\delta \varepsilon^{J}$-Hermitian left $A$-module such that

$$
\psi\left(w_{1}, w_{2}\right) w_{3}=\operatorname{Trace}_{A / E}\left(\psi\left(w_{3}, w_{2}\right)\right) w_{1}
$$

for all $w_{1}, w_{2}, w_{3} \in W$. Consider $W$ as a right module over $E=Z(A)$ as in Remark 6.1.8. Define a functor

$$
F_{W}:=F_{(W, \psi)}: \operatorname{Mod}_{A}^{(A, \varepsilon)} \rightarrow \operatorname{Mod}_{E}^{(E, \delta)}, \quad(V, \phi) \mapsto\left(V \otimes_{A A} W_{E}, \phi \otimes \psi\right),
$$

where $\phi \otimes \psi:=\left(\left(v \otimes w, v^{\prime} \otimes w^{\prime}\right) \mapsto \operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime}, v\right) \psi\left(w, w^{\prime}\right)\right)\right)$. Then $F_{W}$ preserves orthogonality.

Proof. To show that $\phi \otimes \psi$ is well-defined one has to check that it is $A$-balanced, i.e. that

$$
\operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime} a^{\prime}, v a\right) \psi\left(w, w^{\prime}\right)\right)=\operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime}, v\right) \psi\left(a w, a^{\prime} w^{\prime}\right)\right)
$$

for all $v, v^{\prime} \in V, w, w^{\prime} \in W$ and $a \in A$. Since $\phi$ and $\psi$ are Hermitian, the left hand side of the above equation equals

$$
\begin{aligned}
\operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime} a^{\prime}, v\right) a \psi\left(w, w^{\prime}\right)\right) & =\varepsilon \operatorname{Trace}_{A / E}\left(\phi\left(v, v^{\prime} a^{\prime}\right)^{J} \psi\left(a w, w^{\prime}\right)\right. \\
& =\varepsilon \operatorname{Trace}_{A / E}\left(a^{\prime J} \phi\left(v, v^{\prime}\right)^{J} \psi\left(a w, w^{\prime}\right)\right)
\end{aligned}
$$

Due to the elementary properties of the Trace function, the arguments of the latter term may be permuted by a cyclic shift, i.e. the latter equals

$$
\begin{aligned}
\varepsilon \operatorname{Trace}_{A / E}\left(\varepsilon^{J} \phi\left(v^{\prime}, v\right) \psi\left(a w, w^{\prime}\right) a^{\prime J}\right) & =\operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime}, v\right) \delta \varepsilon^{J}\left(a^{\prime} \psi\left(w^{\prime}, a w\right)\right)^{J}\right) \\
& =\delta \varepsilon^{J} \operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime}, v\right) \delta \varepsilon \psi\left(a w, a^{\prime} w^{\prime}\right)\right) \\
& =\operatorname{Trace}_{A / E}\left(\phi\left(v^{\prime}, v\right) \psi\left(a w, a^{\prime} w^{\prime}\right)\right)
\end{aligned}
$$

as claimed. It remains to show that $F_{W}$ preserves orthogonality, i.e. that

$$
F_{W}(C)^{\perp, \phi \otimes \psi}=F_{W}\left(C^{\perp, \phi}\right)
$$

for all submodules $C \leq V$, where $(V, \phi) \in \operatorname{Mod}_{A}^{(A, \varepsilon)}$. The inclusion $F_{W}\left(C^{\perp, \phi}\right) \subseteq$ $F_{W}(C)^{\perp, \phi \otimes \psi}$ follows immediately from the definition of the form $\phi \otimes \psi$. For the inclusion $F_{W}(C)^{\perp, \phi \otimes \psi} \subseteq F_{W}\left(C^{\perp, \phi}\right)$, let $\sum_{i=1}^{k} v_{i} \otimes w_{i} \in F_{W}(C)^{\perp, \phi \otimes \psi}$. Then

$$
\operatorname{Trace}_{A / E}\left(\sum_{i=1}^{k} \phi\left(c, v_{i}\right) \psi\left(w_{i}, w^{\prime}\right)\right)=\operatorname{Trace}_{A / E}\left(\phi\left(c, \sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right)\right)\right)=0
$$

for all $c \in C$ and $w^{\prime} \in W$. Now $C$ is a right $A$-module and $\phi$ is Hermitian, hence the latter equation implies that

$$
\operatorname{Trace}_{A / E}\left(\phi\left(c, \sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right)\right) a\right)=0
$$

for all $c \in C, w^{\prime} \in W$ and $a \in A$. This implies that always $\phi\left(c, \sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right)\right)=$ 0 , due to the non-degeneracy of $\operatorname{Trace}_{A / E}: A \times A \rightarrow E,(x, y) \mapsto \operatorname{Trace}_{A / E}(x y)$. Hence always $\sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right) \in C^{\perp, \phi}$ and hence

$$
\sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right) \otimes w^{\prime \prime} \in F_{W}\left(C^{\perp, \phi}\right)
$$

for all $w^{\prime \prime} \in W$. Choosing $w^{\prime}, w^{\prime \prime} \in W$ with $\operatorname{Trace}_{A / E}\left(\psi\left(w^{\prime}, w^{\prime \prime}\right)\right)=1$, this yields

$$
\begin{aligned}
& \sum_{i=1}^{k} v_{i} \psi\left(w_{i}, w^{\prime}\right) \otimes w^{\prime \prime}=\sum_{i=1}^{k} v_{i} \otimes \psi\left(w_{i}, w^{\prime}\right) w^{\prime \prime}=\sum_{i=1}^{k} v_{i} \otimes \operatorname{Trace}_{A / E}\left(\psi\left(w^{\prime \prime}, w^{\prime}\right)\right) w_{i} \\
= & \sum_{i=1}^{k} v_{i} \otimes w_{i} \in F_{W}\left(C^{\perp, \phi}\right) .
\end{aligned}
$$

The fact that $F_{W}$ preserves orthogonality implies that $\phi \otimes \psi$ is non-degenerate since

$$
\operatorname{rad}(\phi \otimes \psi)=F_{W}(V)^{\perp, \phi \otimes \psi}=F_{W}\left(V^{\perp, \phi}\right)=F_{W}(\operatorname{rad}(\phi))=\{0\}
$$

Note that condition ( $(*)$ ) in Theorem 6.1.10 is natural and that, in the situation of Theorem 6.1.11, there always exists a form $\psi$ satisfying this condition: Write $A=\oplus_{i=1}^{t} D_{i}^{n_{i} \times n_{i}}$ and let $\pi$ be a permutation on $t$ points, $\alpha_{i} \in \operatorname{Aut}\left(D_{i}\right)$ and $u=$ $\left(u_{1}, \ldots, u_{t}\right) \in A^{*}$ with $M_{i}^{J}=u_{i}\left(M_{\pi(i)}^{\alpha_{i}}\right)^{\text {tr }} u_{i}^{-1}$, for $M_{i} \in D_{i}^{n_{i} \times n_{i}}$ (cf. Remark 6.1.3), and $\left.\left(u_{1}, \ldots, u_{t}\right)=\delta \varepsilon\left(\left(u_{\pi(1)}^{\alpha}\right)^{\mathrm{tr}}, \ldots, u_{\pi(t)}^{\alpha}\right)^{\mathrm{tr}}\right)$, according to Remark 6.1.5. On $\mathcal{W} \cong$ $\oplus_{i=1}^{t} D_{i}^{n_{i} \times 1}$ there exists a non-degenerate $\delta \varepsilon^{J}$-Hermitian form

$$
\psi: \mathcal{W} \times \mathcal{W} \rightarrow A, \quad\left(\oplus_{i=1}^{t} d_{i}, \oplus_{i=1}^{t} f_{i}\right) \mapsto \oplus_{i=1}^{t} d_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1}
$$

We show that $\psi$ satisfies condition $(\star \star)$, i.e. that

$$
\psi\left(d_{i}, f_{\pi(i)}\right) g_{i}=\operatorname{Trace}_{A / E}\left(\psi\left(g_{i}, f_{\pi(i)}\right)\right) d_{i}
$$

for all $d_{i}, g_{i} \in D_{i}^{n_{i} \times 1} \leq \mathcal{W}$ and $f_{\pi(i)} \in D_{\pi(i)}^{n_{\pi(i)} \times 1} \leq \mathcal{W}$ (note that $n_{\pi(i)}=n_{i}$ and $\left.D_{\pi(i)}=D_{i}\right)$. The element $\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} \in D_{i}^{1 \times n_{i}}$ and $u_{i}^{-1} g_{i} \in D_{i}^{n_{i} \times 1}$, hence

$$
\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1} g_{i}=\operatorname{Trace}\left(u_{i}^{-1} g_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}}\right)=\operatorname{Trace}\left(g_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1}\right),
$$

where Trace : $D_{i}^{n_{i} \times n_{i}} \rightarrow D_{i}$ denotes the usual trace of a matrix. Hence

$$
\begin{aligned}
\psi\left(d_{i}, f_{\pi(i)}\right) g_{i} & =d_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1} g_{i}=d_{i} \operatorname{Trace}\left(g_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1}\right)=\operatorname{Trace}_{A / E}\left(g_{i}\left(f_{\pi(i)}^{\alpha_{i}}\right)^{\operatorname{tr}} u_{i}^{-1}\right) d_{i} \\
& =\operatorname{Trace}_{A / E}\left(\psi\left(g_{i}, f_{\pi(i)}\right)\right) d_{i}
\end{aligned}
$$

which shows that $\psi$ satisfies condition ( $(\star \star$ ).
The functor $\mathcal{F}$ is now obtained by a particular choice of $W$ in Theorem 6.1.10.
Theorem 6.1.11. Let $\mathfrak{S}$ be a system of representatives for the isomorphism classes of simple left $A$-modules, and let $\mathcal{W}:=\oplus_{S \in \mathfrak{S}} S$. Assume that there exists some $\delta \in\{1,-1\}$ such that every self-dual simple $A$-module carries a non-degenerate $\delta \varepsilon^{J}$-Hermitian form. Fix a non-degenerate $\delta \varepsilon^{J}$-Hermitian form $\psi$ on $\mathcal{W}$ such that $(\mathcal{W}, \psi)$ satisfies condition $(\star \star)$ from Theorem 6.1.10. Then

$$
\mathcal{F}:=F_{(\mathcal{W}, \psi)}: \operatorname{Mod}_{A}^{(A, \varepsilon)} \rightarrow \operatorname{Mod}_{E}^{(E, \delta)}
$$

is an equivalence of categories which preserves orthogonality.
Proof. Let $\mathcal{W}^{o p}$ be the set $\mathcal{W}$ with a right $A$-module structure given by $w * a:=$ $a^{J} w$ for $a \in A$ and $w \in \mathcal{W}$. The form

$$
\widehat{\psi}: \mathcal{W}^{o p} \times \mathcal{W}^{o p} \rightarrow A, \quad\left(w, w^{\prime}\right) \mapsto \delta \varepsilon \psi\left(w, w^{\prime}\right)
$$

is then non-degenerate and $\delta \varepsilon$-Hermitian, as one easily verifies. Note that $\mathcal{W}^{o p}$ is also a left $E$-module (since $\mathcal{W}$ is a left $A$-module). Hence we can define a functor

$$
H: \operatorname{Mod}_{E}^{(E, \delta)} \rightarrow \operatorname{Mod}_{A}^{(A, \varepsilon)}, \quad(U, \beta) \mapsto\left(U \otimes_{E} \mathcal{W}^{o p}, \beta \otimes \widehat{\psi}\right)
$$

where

$$
\beta \otimes \widehat{\psi}\left(u \otimes w, u^{\prime} \otimes w^{\prime}\right):=\beta\left(u^{\prime}, u\right) \widehat{\psi}\left(w, w^{\prime}\right)
$$

To prove that $\beta \otimes \widehat{\psi}$ is well-defined, one has to check that it is $E$-balanced, i.e. that

$$
\beta\left(u^{\prime} e^{\prime}, u e\right) \widehat{\psi}\left(w, w^{\prime}\right)=\beta\left(u^{\prime}, u\right) \widehat{\psi}\left(e w, e^{\prime} w^{\prime}\right)
$$

for all $u, u^{\prime} \in U, w, w^{\prime} \in \mathcal{W}^{o p}$ and $e, e^{\prime} \in E$. This can be proven by calculations analogous to those in the proof of Theorem 6.1.10, exploiting the fact that $E=$ $Z(A)$. In what follows it is shown that $H$ and $F$ are inverse functors.
(i) First, let $(V, \phi) \in \operatorname{Mod}_{A}^{(A, \varepsilon)}$ and show that $H(F((V, \phi)))$ and $(V, \phi)$ are isometric. Clearly, $V \otimes_{A} \mathcal{W} \otimes_{E} \mathcal{W}^{o p} \cong A$ as right $A$-modules via $\alpha:(v \otimes w \otimes \hat{w}) \mapsto$ $v \widehat{\psi}(w, \hat{w})$. To see that $\alpha$ is an isometry, we calculate that

$$
\begin{aligned}
(\phi \otimes \psi) & \otimes \widehat{\psi}\left(v \otimes w \otimes \hat{w}, v^{\prime} \otimes w^{\prime} \otimes \hat{w}^{\prime}\right) \\
& =\phi \otimes \psi\left(v^{\prime} \otimes w^{\prime}, v \otimes w\right) \widehat{\psi}\left(\hat{w}, \hat{w}^{\prime}\right) \\
& =\operatorname{Trace}_{A / E}\left(\phi\left(v, v^{\prime}\right) \psi\left(w^{\prime}, w\right)\right) \delta \varepsilon \psi\left(\hat{w}, \hat{w}^{\prime}\right) \\
& =\delta \varepsilon \psi\left(\operatorname{Trace}_{A / E}\left(\phi\left(v, v^{\prime}\right) \psi\left(w^{\prime}, w\right)\right) \hat{w}, \hat{w}^{\prime}\right) \\
& =\delta \varepsilon \psi\left(\operatorname{Trace}_{A / E}\left(\psi\left(\phi\left(v, v^{\prime}\right) w^{\prime}, w\right)\right) \hat{w}, \hat{w}^{\prime}\right) \\
& =\delta \varepsilon \psi\left(\psi(\hat{w}, w) \phi\left(v, v^{\prime}\right) w^{\prime}, \hat{w}^{\prime}\right) \\
& =\delta \varepsilon \psi(\hat{w}, w) \phi\left(v, v^{\prime}\right) \psi\left(w^{\prime}, \hat{w}^{\prime}\right) \\
& =\delta \varepsilon \phi\left(v \psi(\hat{w}, w)^{J}, v^{\prime} \psi\left(w^{\prime}, \hat{w}^{\prime}\right)\right) \\
& =\delta \varepsilon \phi\left(v \delta \varepsilon \psi(w, \hat{w}), v^{\prime} \psi\left(w^{\prime}, \hat{w}^{\prime}\right)\right) \\
& =\phi\left(v \psi(w, \hat{w}), v^{\prime} \psi\left(w^{\prime}, \hat{w}^{\prime}\right)\right) \\
& =\phi\left(v \widehat{\psi}(w, \hat{w}), v^{\prime} \widehat{\psi}\left(w^{\prime}, \hat{w}^{\prime}\right)\right) \\
& =\phi\left(\alpha(v \otimes w \otimes \hat{w}), \alpha\left(v^{\prime} \otimes w^{\prime} \otimes \hat{w}^{\prime}\right)\right)
\end{aligned}
$$

for all $(v \otimes w \otimes \hat{w}),\left(v^{\prime} \otimes w^{\prime} \otimes \hat{w}^{\prime}\right) \in U \otimes \mathcal{W} \otimes \mathcal{W}^{o p}$.
(ii) Now let $(U, \beta) \in \operatorname{Mod}_{E}^{(E)}$ and show that $F(H((U, \beta)))$ and $(U, \beta)$ are isometric. The natural isomorphism

$$
\gamma: U \otimes_{E} \mathcal{W}^{o p} \otimes_{A} \mathcal{W} \rightarrow U, \quad(u \otimes \hat{w} \otimes w) \mapsto u \operatorname{Trace}_{A / E}(\widehat{\psi}(\hat{w}, w))
$$

is an isometry since

$$
\begin{aligned}
&(\beta \otimes \widehat{\psi}) \otimes \psi\left(u \otimes \hat{w} \otimes w, u^{\prime} \otimes \hat{w}^{\prime} \otimes w^{\prime}\right) \\
& \quad=\operatorname{Trace}_{A / E}\left(\beta \otimes \widehat{\psi}\left(u^{\prime} \otimes \hat{w}^{\prime}, u \otimes \hat{w}\right) \psi\left(w, w^{\prime}\right)\right) \\
& \quad=\operatorname{Trace}_{A / E}\left(\beta\left(u, u^{\prime}\right) \widehat{\psi}\left(\hat{w}^{\prime} \hat{w}\right) \psi\left(w, w^{\prime}\right)\right) \\
& \quad=\beta\left(u, u^{\prime}\right) \operatorname{Trace}_{A / E}\left(\widehat{\psi}\left(\hat{w}^{\prime}, \psi\left(w^{\prime}, w\right) \hat{w}\right)\right) \\
& \quad=\beta\left(u, u^{\prime}\right) \operatorname{Trace}_{A / E}\left(\delta \varepsilon \psi\left(\hat{w}^{\prime}, \hat{w}\right) \psi\left(w, w^{\prime}\right)\right) \\
& \quad=\delta \varepsilon \beta\left(u, u^{\prime}\right) \operatorname{Trace}_{A / E}\left(\psi\left(\psi\left(\hat{w}^{\prime}, \hat{w}\right) w, w^{\prime}\right)\right) \\
& \quad=\delta \varepsilon \beta\left(u, u^{\prime}\right) \operatorname{Trace}_{A / E}\left(\psi\left(\operatorname{Trace}_{A / E}(\psi(w, \hat{w})) \hat{w}^{\prime}, w^{\prime}\right)\right) \\
& \quad=\delta \varepsilon \beta\left(u, u^{\prime}\right) \operatorname{Trace}_{A / E}(\psi(w, \hat{w})) \operatorname{Trace}_{A / E}\left(\psi\left(\hat{w}^{\prime}, w^{\prime}\right)\right) \\
& \quad=\delta \varepsilon \beta\left(u \operatorname{Trace}_{A / E}(\psi(w, \hat{w}))^{J}\right), u^{\prime} \operatorname{Trace}_{A / E}\left(\psi\left(\hat{w}^{\prime}, w^{\prime}\right)\right) \\
& \quad=\delta \varepsilon \beta\left(\delta \varepsilon u \operatorname{Trace}_{A / E}(\psi(\hat{w}, w)), u^{\prime} \operatorname{Trace}_{A / E}\left(\psi\left(\hat{w}^{\prime}, w^{\prime}\right)\right)\right) \\
& \quad=\beta\left(u \operatorname{Trace}_{A / E}(\psi(\hat{w}, w)), u^{\prime} \operatorname{Trace}_{A / E}\left(\psi\left(\hat{w}^{\prime}, w^{\prime}\right)\right)\right) \\
& \quad=\beta\left(\gamma(u \otimes \hat{w} \otimes w), \gamma\left(u^{\prime} \otimes \hat{w}^{\prime} \otimes w^{\prime}\right)\right)
\end{aligned}
$$

for all $(u \otimes \hat{w} \otimes w),\left(u^{\prime} \otimes \hat{w}^{\prime} \otimes w^{\prime}\right) \in U \otimes \mathcal{W}^{o p} \otimes \mathcal{W}$.

Example 6.1.12. Let $A=\mathbb{F}_{3} Q_{8}$, where $Q_{8}=\left\langle x, y \mid x^{4}=1, x^{2}=y^{2}, x y x=y\right\rangle$ is the quaternion group. The group algebra $A$ carries an $\mathbb{F}_{3}$-linear involution $J$ given by $g \mapsto g^{-1}$, for $g \in G$. Let $S$ be the absolutely irreducible $A$-module of dimension 2, on which $x$ acts as $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ and $y$ acts as $\left(\begin{array}{cc}1 & -1 \\ -1 & -1\end{array}\right)$. The module $S$ carries a non-degenerate symplectic $Q_{8}$-invariant form (i.e. a -1-equivariant form with respect to $J$ ) with Gram matrix $B:=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Since $\operatorname{End}_{A}(S) \cong \mathbb{F}_{3}$, there exists no symmetric non-degenerate $G$-invariant form on $S$ (cf. Corollary 4.1.24).
(i) To determine the number of self-dual codes in the - 1-equivariant module

$$
(V, \varphi)=\perp_{i=1}^{4}(S, B) \perp\left(\mathbb{F}_{3}^{2},\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)\right)
$$

let $e_{\mathbb{F}_{3}}$, $e_{S}$ be the central primitive idempotents belonging to the simple modules $\mathbb{F}_{3}$ and $S$, respectively. Consider the first summand of $V$ as a module for the algebra $e_{S} A$, and the second summand as a module for $e_{\mathbb{F}_{3}} A=\mathbb{F}_{3}$. The algebras $e_{\mathbb{F}_{3}} A, e_{S} A$ have only one irreducible module and hence satisfy the assumption in Theorem 6.1.11, with $\delta=-1$ for $e_{\mathbb{F}_{3}} A$ and $\delta=1$ for $e_{S} A$. The Morita equivalence from Theorem 6.1.11 maps the first summand to the 1 -equivariant $\mathbb{F}_{3}$-module $\perp_{i=1}^{4}\left(\mathbb{F}_{3},(1)\right)$, which contains 8 self-dual codes (cf. Lemma 6.2.6), and the second summand is mapped to itself. The second summand obviously contains 4 self-dual codes. Hence the number of self-dual codes in $(V, \varphi)$ equals $8 \cdot 4=32$.
(ii) The module $S \oplus S$ carries a 1-equivariant form with Gram matrix $\left(\begin{array}{cc}0 & B \\ -B & 0\end{array}\right)$. An application of Theorem 6.1.11 to $e_{S} A$, with $\delta=-1$ shows that the number of selfdual codes equals the number of self-dual codes in the $\mathbb{F}_{3}$-module $\left(\mathbb{F}_{3}^{2},\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\right)$, which is 4 .

### 6.2 Enumeration of self-dual codes

This section gives explicit formulae for the number of self-dual codes in an $\varepsilon$ equivariant $A$-module, using the Morita equivalence in Theorem 6.1.11.

There exists a central idempotent $e=e^{J}$ such the algebras $e A$ and $(1-e) A$ satisfy the assumption in Theorem 6.1.11 on the simple modules. Every equivariant $A$-module $(V, \phi)$ is an orthogonal sum $e V \perp(1-e) V$, and every self-dual code $C \subseteq V$ is the orthogonal sum of a self-dual code $e C$ in $e V$ and a self-dual code $(1-e) C$ in $(1-e) V$. The number of self-dual codes in $V$ is hence the product of the number of self-dual codes in $e V$ with the number of self-dual codes in $(1-e) V$.

Hence throughout this section assume that $A$ satisfies the assumption in Theorem 6.1.11, and let $\delta \in\{-1,1\}$ such that every simple self-dual $A$-module carries a non-degenerate $\delta \varepsilon^{J}$-equivariant form. The Morita equivalence $\mathcal{F}$ from Theorem 6.1.11 establishes a bijection between the self-dual codes in $(V, \phi)$ and the self-dual codes in its Morita equivalent module $\mathcal{F}((V, \phi)) \in \operatorname{Mod}_{E}^{(E, \delta)}$, where $E=Z(A)$ is a direct sum of finite fields.

Except when $q$ is even and $J$ is the identity, $\mathcal{F}((V, \phi))$ will be determined up to isometry by the composition factors of $V$ in Subsection 6.2.1. For every selfdual code $C \leq V$, the image $\mathcal{F}(C) \leq \mathcal{F}(V)$ is a direct sum of self-dual codes over finite fields, or over a ring $L \oplus L$, where $L$ is a finite field. Formulae for the number of these kinds of codes have been given in [41], e.g. and are reproduced in Subsection 6.2.2. As a corollary, the number of self-dual codes in $(V, \phi)$ is given in Subsection 6.2.3.

To fix some notation, let $\mathfrak{S}$ denote a system of representatives for the isomorphism classes of simple right $A$-modules. For $S \in \mathfrak{S}$, let $D_{S}:=\operatorname{End}_{A}(S)$ and let $n_{S}$ denote the multiplicity of the simple module $S$ in $V$.

### 6.2.1 Determination of the Morita equivalent module $\mathcal{F}((V, \phi))$

The module $V$ decomposes into an orthogonal sum, which is respected by the functor $\mathcal{F}$.

Remark 6.2.1. For $S \in \mathfrak{S}$, denote by $V_{S}$ the $S$-homogeneous component of $V$. Then there is an orthogonal decomposition

$$
V=\perp_{S \in \mathfrak{S}, S \cong S^{*}} V_{S} \perp_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nsubseteq T^{*}}\left(V_{T} \oplus V_{T^{*}}\right)
$$

In particular, the restriction $\phi_{U}$ of $\phi$ to a summand $U$ in $(\star)$ is non-degenerate and equivariant, and if $C \leq V$ is a self-dual code then $C \cap U$ is a self-dual code in $U$ with respect to $\phi_{U}$.

Lemma 6.2.3 gives the images under $\mathcal{F}$ of the orthogonal summands of $V$. To this aim the following result proven in [34] is useful.

Lemma 6.2.2. Let $e_{S} \in Z(A)$ be the central primitive idempotent belonging to the simple module $S \in \mathfrak{S}$. Then $e_{S}^{J}=e_{S^{*}}$. In particular $S$ is self-dual if and only if $e_{S}^{J}=e_{S}$.

Lemma 6.2.3. Let $S \in \mathfrak{S}$, and let $e_{S}$ be the central primitive idempotent belonging to $S$. Let $n$ be an integer, and by $\mathcal{F}$ denote the Morita equivalence from Theorem 6.1.11.
(i) Assume that $S \cong S^{*}$. There is a natural isomorphism $D_{S} \cong e_{S} Z(A)$, of which the image is invariant under J according to Lemma 6.2.2. Thus J induces an involution $\operatorname{ad}_{S}$ on $D_{S}$, which will be further investigated in Lemma 6.2.4.
Assume that $S^{n}$ carries a non-degenerate e-equivariant form $\beta$. Then $\mathcal{F}\left(\left(S^{n}, \beta\right)\right) \cong$ $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right)$, where $\beta^{\prime}$ is $\delta$-equivariant with respect to $\operatorname{ad}_{S}$.
If $\left(S^{n}, \beta\right)$ contains a self-dual code then so does $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right)$, since $\mathcal{F}$ preserves orthogonality. In odd characteristic, this determines the isometry type of $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right)$, as follows:
(a) If $\delta=1$ then $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right) \cong \perp_{i=1}^{\frac{n}{2}} \mathbb{H}\left(D_{S}\right) \cong \perp_{i=1}^{\frac{n}{2}}\left(\left(D_{S}\right)^{2},\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)\right)$ is an orthogonal sum of hyperbolic planes $\mathbb{H}\left(D_{S}\right)$ (cf. [37, Ch.1, Cor. 3.10, Th.6.4 and Ch.7, Th. 6.3]).
(b) If $\delta=-1$ then $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right) \cong \perp_{i=1}^{\frac{n}{2}}\left(\left(D_{S}\right)^{2},\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\right)$.

Analogously, if $\mathbb{F}$ has characteristic 2 and $\mathrm{ad}_{S}$ is not the identity then $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right)$ is an orthogonal sum of hyperbolic planes.
If $\mathbb{F}$ has characteristic 2 and $\mathrm{ad}_{S}$ is the identity then either $\left(\left(D_{S}\right)^{n}, \beta^{\prime}\right)$ is an orthogonal sum of hyperbolic planes as above, or isometric to $\perp_{i=1}^{\frac{n}{2}-1} \mathbb{H}\left(D_{S}\right) \perp W$, where $W \cong\left(\mathbb{F}^{2},\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right)$.
(ii) Assume that $S \not \equiv S^{*}$, and consider again the natural isomorphism $D_{S} \cong e_{S} Z(A)$. Then $D_{S}^{J}=D_{S^{*}}$ according to Lemma 6.2.2 and hence the sum $D_{S} \oplus D_{S^{*}}$ is invariant under $J$. Clearly with respect to any non-degenerate $\varepsilon$-equivariant form $\beta$, the module $\left(S \oplus S^{*}\right)^{n}$ contains a self-dual code. The Morita equivalent module

$$
\mathcal{F}\left(\left(S \oplus S^{*}\right)^{n}, \beta\right) \cong\left(\left(D_{S}\right)^{n} \oplus\left(D_{S}\right)^{n}, \beta^{\prime}\right) \cong \perp_{i=1}^{n} \mathbb{H}\left(D_{S}\right)
$$

is an orthogonal sum of hyperbolic planes, where $\beta^{\prime}$ is equivariant with respect to the restriction of $J$ to $D_{S} \oplus D_{S^{*}}$. Here $\left(D_{S}\right)^{n} \oplus\left(D_{S^{*}}\right)^{n}$ is a $\left(D_{S} \oplus D_{S^{*}}\right)$-module in the natural way. Hence the self-dual codes in this module correspond bijectively to the subspaces of $\left(D_{S}\right)^{n}$.

Lemma 6.2.4. For a simple self-dual $A$-module $S$ consider the natural embeddings $\mathbb{F} \hookrightarrow D_{S} \hookrightarrow Z(A)$. According to Lemma 6.2.3(i) the involution $J$ on $A$ restricts to an involution on $D_{S}$. This restriction is either the identity on $D_{S}$ or a field automorphism of order 2 . Clearly the latter holds if $J$ is non-trivial on $\mathbb{F}$.

Assume that $f^{J}=f$ for all $f \in \mathbb{F}$. Then the following are equivalent.
(i) $d^{J}=d$ for all $d \in D_{S}$,
(ii) if $L \supseteq \mathbb{F}$ is a field extension with $L \cong D_{S}$ then every composition factor of the right $A \otimes_{\mathbb{F}} L$-module $S \otimes_{\mathbb{F}} L$ is self-dual.

Proof. Let $A_{L}:=A \otimes_{\mathbb{F}} L$ and let $J^{(L)}$ be the $L$-linear extension of $J$ to $A_{L}$ defined by $(a \otimes l)^{J}:=a^{J} \otimes l$ for all $a \in A$ and $l \in L$, which is well-defined since $\mathbb{F}$ is fixed by $J$. In particular $J$ is trivial on $D_{S} \subseteq A$ if and only if $J^{(L)}$ is trivial on $D_{S} \otimes_{\mathbb{F}} L$. Let $e \in D_{S}$ be the central primitive idempotent belonging to $S$, and let $e=e_{1}+\ldots+e_{n}$ be a decomposition into central primitive idempotents $e_{i}$ of $A_{L}$, according to a decomposition of $S \otimes_{\mathbb{F}} L$ into simple modules over $D_{S} \otimes_{\mathbb{F}} L$. The $e_{i}$ generate $D_{S} \otimes_{\mathbb{F}} L$ as a vector space over $L$ and hence $J^{(L)}$ is trivial on $D_{S} \otimes_{\mathbb{F}} L$ if and only if it fixes all of the $e_{i}$, i.e. if and only if every composition factor $e_{i} A_{L}$ of $S \otimes_{\mathbb{F}} L$ satisfies $e_{i} A_{L}=e_{i}^{J} A_{L} \cong\left(e_{i} A_{L}\right)^{*}$ (see Lemma 6.2.2).

### 6.2.2 Enumeration of self-dual codes over finite fields

The formulae in this section are given in [41].
Lemma 6.2.5. (see Ex. 10.4 of [41]) Let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field, where $q=r^{2}$, and let ${ }^{r}: x \mapsto x^{r} \in \mathcal{G}$ al $\left(\mathbb{F}_{q} / \mathbb{F}_{r}\right)$ be the field automorphism of order 2 . Let $\beta$ be a non-degenerate form on $\mathbb{F}^{n}$ which is equivariant with respect to ${ }^{r}$. If $\left(\mathbb{F}^{n}, \beta\right)$ contains a self-dual code then the number of self-dual codes in $\mathbb{F}^{n}$ equals

$$
\begin{equation*}
\Upsilon_{u}(n, q):=\prod_{i=1}^{n}\left(q^{\frac{i}{2}}-(-1)^{i}\right)\left(\prod_{j=1}^{\frac{n}{2}}\left(q^{j}-1\right)\right)^{-1} . \tag{6.3}
\end{equation*}
$$

Lemma 6.2.6. (see Ex. 11.3 of [41]) Let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field, where $q$ is odd, and let $\beta$ be a non-degenerate symmetric bilinear form on $\mathbb{F}^{n}$. If $\left(\mathbb{F}^{n}, \beta\right)$ contains a self-dual code then the number of self-dual codes in $\mathbb{F}^{n}$ equals

$$
\begin{equation*}
\Upsilon_{o, 1}^{+}(n, q):=\prod_{i=0}^{\frac{n}{2}-1}\left(q^{i}+1\right) \tag{6.4}
\end{equation*}
$$

Lemma 6.2.7. (see Ex. 8.1 of [41]) Let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field, where $q$ is odd, and let $\beta$ be a non-degenerate symplectic bilinear form on $\mathbb{F}^{n}$, i.e. $\beta(v, w)=-\beta(w, v)$ for all $v, w \in \mathbb{F}^{n}$. Then $\left(\mathbb{F}^{n}, \beta\right)$ contains a self-dual code, and the number of self-dual codes equals

$$
\begin{equation*}
\Upsilon_{o,-1}^{+}(n, q):=\prod_{i=0}^{\frac{n}{2}-1}\left(q^{n-2 i}-1\right)\left(q^{i+1}-1\right)^{-1} \tag{6.5}
\end{equation*}
$$

Lemma 6.2.8. (see Ex. 11.3 of [41]) Let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field, where $q$ is even, and let $\beta$ be a non-degenerate symmetric bilinear form on $\mathbb{F}^{n}$ such that $\left(\mathbb{F}^{n}, \beta\right) \cong \perp_{i=1}^{\frac{n}{2}} \mathbb{H}(\mathbb{F})$ is an orthogonal sum of hyperbolic planes, i.e. isotropic. Then the number of self-dual codes in $\mathbb{F}^{n}$ equals

$$
\begin{equation*}
\Upsilon_{o}^{+}(n, q):=\prod_{i=1}^{\frac{n}{2}}\left(q^{i}+1\right) \tag{6.6}
\end{equation*}
$$

The following lemma is an immediate corollary of Lemma 6.2.8.

Lemma 6.2.9. Let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field, where $q$ is even. Let $\beta$ be a non-degenerate symmetric bilinear form on $\mathbb{F}^{n}$ such that $\left(\mathbb{F}^{n}, \beta\right) \cong \perp_{i=1}^{\frac{n}{2}-1} \mathbb{H}(\mathbb{F}) \perp W$, where $W \cong$ $\left(\mathbb{F}^{2},\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right)$. Then the number of self-dual codes in $\mathbb{F}^{n}$ equals

$$
\Upsilon_{o}^{-}(n, q):=\Upsilon_{o}^{+}(n-2, q) .
$$

Moreover, we need a formula for the number of subspaces of a vector space, cf. Lemma 6.2.3 (ii).

Lemma 6.2.10. Let $U$ be a vector space over the finite field $\mathbb{F}=\mathbb{F}_{q}, n:=\operatorname{dim}(U)$. Then the number of subspaces of $U$ equals

$$
\Xi(n, q):=\sum_{k=0}^{n} \prod_{i=0}^{n-k-1} \frac{q^{n-i}-1}{q^{n-k-i}-1}
$$

### 6.2.3 Enumeration of self-dual codes in $(V, \beta)$

As before, let $\mathbb{F}=\mathbb{F}_{q}$ be a finite field with $q$ elements and let $A$ be a finite semisimple algebra over $\mathbb{F}$. Let $\mathfrak{S}$ be a system of representatives for the isomorphism classes of simple right $A$-modules, and for $S \in \mathfrak{S}$ let $d_{S}:=\operatorname{dim}_{\mathbb{F}}\left(\operatorname{End}_{A}(S)\right)$. By $n_{S}$ denote the multiplicity of $S$ in $V$. Recall that we assume the existence of some $\delta \in\{-1,1\}$ such that every simple self-dual $A$-module carries a $\delta \varepsilon^{J}$-equivariant form. The involution $J$ restricts to an involution of the Morita equivalent algebra $E=Z(A)=\oplus_{S \in \mathfrak{S}} \operatorname{End}_{A}(S)$ (cf. Lemma 6.2.4), and also to a field automorphism of $\mathbb{F}$ (cf. Remark 6.1.3), where $\mathbb{F}$ is naturally embedded into $Z(A)$ by $f \mapsto f \cdot 1$. The restriction to $\mathbb{F}$ is either the identity or a field automorphism of order 2 - we distinguish these two cases to enumerate the self-dual codes in $(V, \beta) \in \operatorname{Mod}_{A}^{(\mathbb{F}, \varepsilon)}$, which in what follows is assumed to contain at least one such code. As corollaries from the previous Subsections we obtain the following formulae.

Corollary 6.2.11. If $q=r^{2}$ and $f^{J}=f^{r}$ for all $f \in \mathbb{F}_{q}$ then the number of self-dual codes in ( $V, \beta$ ) equals

$$
M_{(V, \beta)}=\prod_{S \in \mathfrak{S}, S \cong S^{*}} \Upsilon_{u}\left(n_{S}, q^{d_{S}}\right) \prod_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nexists T^{*}} \Xi\left(n_{T}, q^{d_{T}}\right) .
$$

Corollary 6.2.12. Assume that $q$ is odd and $f^{J}=f$ for all $f \in \mathbb{F}$. This implies $\varepsilon \in$ $\{1,-1\}$. Let

$$
\mathfrak{S}^{\prime}:=\left\{S \in \mathfrak{S} \mid S \cong S^{*} \text { and } e^{J}=e \text { for all } e \in \operatorname{End}_{A}(S)\right\}
$$

Then the number of self-dual codes in $(V, \beta)$ equals

$$
M_{(V, \beta)}=\prod_{S^{\prime} \in \mathfrak{S}^{\prime}} \Upsilon_{o, \delta}^{+}\left(n_{S^{\prime}}, q^{d_{S^{\prime}}}\right) \prod_{S \in \mathfrak{S}-\mathfrak{S}^{\prime}, S \cong S^{*}} \Upsilon_{u}\left(n_{S}, q^{d_{S}}\right) \prod_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nexists T^{*}} \Xi\left(n_{T}, q^{d_{T}}\right) .
$$

In the remaining case where $q$ is even and $\beta$ is symmetric (which implies that $\varepsilon=1$ ), it is in general not possible to determine $\mathcal{F}((V, \beta))$ only from the composition factors of $V$, cf. Lemma 6.2.3(i). Yet this is possible if $A=\mathbb{F} G$ is a group algebra over the finite group $G$. It is well-known that if the field $L$, of even characteristic, is a splitting field for the finite group $G$ of odd order then the trivial module is the only self-dual irreducible $L G$-module. An application of Lemma 6.2.4 then yields that the restriction of $J$ to $Z(A)=E=\oplus_{S \in \mathcal{S}} \operatorname{End}_{A}(S)$ is nontrivial on every of these summands, except for the summand belonging to the trivial module. To investigate the number of self-dual codes in this summand un$\operatorname{der} \mathfrak{F}$ one has to distinguish whether $(V, \beta)$ is symplectic, i.e. whether $\beta(v, v)=0$ for all $v \in V$. Note that this only depends on the values of $\beta$ on the summands of $V$ isomorphic to the trivial module, by the following remark.

Remark 6.2.13. Let $(V, \beta)$ be an equivariant $\mathbb{F} G$-module, where $\mathbb{F}$ has characteristic 2 and the associated involution restricts to the identity on $\mathbb{F}$. If the trivial module does not occur in $V$ then $\beta$ is symplectic.

Proof. The map $Q: V \rightarrow \mathbb{F}, v \mapsto \beta(v, v)$ is additive since $\beta$ is symmetric and $\mathbb{F}$ has characteristic 2. Moreover, $Q(v)=Q(v g)$ for all $v \in V$ and all $g \in G$. Assume that there exists some $v \in V$ with $\beta(v, v)=1$. Then $Q$ is surjective, and hence there exists an epimorphism of $V$ onto the trivial $G$-module, which contradicts the assumptions. Hence $Q(V)=\{0\}$, i.e. $\beta$ is symplectic.

As an application of Lemma 6.2.3 one obtains
Corollary 6.2.14. Assume that $A=\mathbb{F}_{q} G$ is a group algebra over the finite group $G$, where $q$ is even and $G$ has odd order, and that $f^{J}=f$ for all $f \in \mathbb{F}$. By $\mathbf{1}$ denote the trivial $\mathbb{F} G$-module. The number of self-dual codes in $(V, \beta)$ equals

$$
M_{(V, \beta)}=\Upsilon_{o}^{\sigma}\left(n_{\mathbf{1}}, q\right) \prod_{S \in \mathfrak{S}, \mathbf{1} \neq S \cong S^{*}} \Upsilon_{u}\left(n_{S}, q^{d_{S}}\right) \prod_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nexists T^{*}} \Xi\left(n_{T}, q^{d_{T}}\right)
$$

where $\sigma=+$ if $(V, \beta)$ is symplectic, and $\sigma=-$ otherwise.

### 6.2.4 Example: Binary extended cyclic codes

Let $\mathbb{F}=\mathbb{F}_{2}$ and $A=\mathbb{F} C_{N}$, where $C_{N}$ is the cyclic group of order $N$, for some odd integer $N$. A binary extended cyclic code, as defined in [28], is an $A$-submodule of

$$
V=A \oplus \mathbf{1}=\mathbb{F}^{N+1},
$$

where 1 is the trivial $A$-module, i.e. $C_{N}$ acts on $V$ by cyclic shifts of the first $N$ coordinates and fixes the $(N+1)$ st coordinate. The standard scalar product $\beta$ on $V$ satisfies $\beta\left(v, v^{\prime}\right)=\beta\left(v g, v^{\prime} g\right)$ for all $v, v^{\prime} \in V$ and $g \in C_{N}$, hence is equivariant with respect to the $\mathbb{F}$-linear involution on $\mathbb{F} C_{N}$ given by $g \mapsto g^{-1}$, for $g \in C_{N}$.

The situation where a self-dual binary extended cyclic code exists has been characterized in [28] as follows.

Theorem 6.2.15. There exists a self-dual binary extended cyclic code $C \leq V=\mathbb{F} C_{N} \oplus \mathbf{1}$ if and only if $-1 \notin\langle 2\rangle \leq(\mathbb{Z} / p \mathbb{Z})^{*}$ for all prime divisors $p$ of $N$, i.e. the order of $2 \bmod p$ is odd.

Remark 6.2.16. If the order of 2 mod $p$ is odd then 2 is a square mod $p$ and hence $p \equiv_{8} \pm 1$ by quadratic reciprocity. If $p \equiv_{8}-1$ then -1 is not a square and hence $-1 \notin\langle 2\rangle \leq$ $(\mathbb{Z} / p \mathbb{Z})^{*}$. However, if $p \equiv_{8} 1$ then the order of 2 may be even or odd $\bmod p$. For $p=41$ the order of 2 is 20 , for $p=73$ the order is 9 .

The structure of the module $V=\mathbb{F} C_{N}$ is easy to describe and the number of self-dual codes in $V$ is particularly easy to determine, cf. Example 6.2.17. The criterion for the existence of a self-dual binary extended cyclic code in Example 6.2.17 has been given in [27, Th. 3.3] in a more general context.

Example 6.2.17. There exists a self-dual binary extended cyclic code $C \leq V=\mathbb{F} C_{N} \oplus 1$ if and only if the trivial module is the only self-dual irreducible $\mathbb{F} C_{N}$-module. In this case there are

$$
M_{(V, \beta)}=2^{\frac{|\mathfrak{G}|-1}{2}}
$$

such codes, where $\mathfrak{S}$ is a system of representatives for the isomorphism classes of simple right $\mathbb{F} C_{N}$-modules.

Proof. Assume that there exists a self-dual code $C \leq V$. Then according to [42], Corollary 2.4, every self-dual simple $\mathbb{F} C_{N}$-module occurs in a composition series of $V$ with even multiplicity. On the other hand, every simple $\mathbb{F} C_{N}$-module occurs in $V$ with multiplicity 1 , except for the trivial module, which occurs in $V$ with multiplicity 2 . Hence

$$
V \cong \perp_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nsupseteq \mathbf{1}}\left(T \oplus T^{*}\right) \perp \mathbf{1} \perp \mathbf{1}
$$

Conversely, if the trivial module is the only self-dual irreducible $\mathbb{F} C_{N}$-module then clearly $V$ decomposes as in $(\boldsymbol{\star})$. Let $T \oplus T^{*}$ be a summand in ( $\star$ ) and let $e$ be the central primitive idempotent belonging to $T$. Then $e^{J}$ is the central primitive idempotent belonging to $T^{*}$ according to Remark 6.2 .2 , hence annihilates $T$. Thus

$$
\beta\left(t, t^{\prime}\right)=\beta\left(t e, t^{\prime}\right)=\beta\left(t, t^{\prime} e^{J}\right)=\beta(t, 0)=0
$$

for all $t, t^{\prime} \in T$, i.e. $T \subseteq T^{\perp}$. Choose a subset $\mathcal{T} \subseteq \mathfrak{S}-\{\mathbf{1}\}$ such that for every non-trivial irreducible $A$-module $T$, either $T$ or $T^{*}$ is contained in $\mathcal{T}$. Then

$$
C:=\langle T \mid T \in \mathcal{T}\rangle+\langle(1, \ldots, 1)\rangle
$$

is a self-dual code in $V$. An application of Corollary 6.2.14 then yields

$$
M_{(V, \beta)}=\Upsilon_{o}^{-}(2,2) \prod_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nsubseteq \mathbf{1}} \Xi\left(1,2^{d_{T}}\right)=2^{\frac{|\mathfrak{G}|-1}{2}},
$$

where the value of $d_{T}=\operatorname{dim}\left(\operatorname{End}_{A}(T)\right)$ is irrelevant since $\Xi\left(1,2^{d_{T}}\right)$ counts the number of subspaces of a one-dimensional vector space over a field of size $2^{d_{T}}$.

Example 6.2.18. (i) Binary extended cyclic codes of length 8. The order of 2 in the unit group $\mathbb{F}_{7}^{*}$ of $\mathbb{F}_{7}$ equals 3 . More precisely, the subgroup of $\mathbb{F}_{7}^{*}$ generated by 2 has index 2 and the cosets are $\mathbb{F}_{7}^{*}=\{1,2,4\} \dot{\cup}\{3,5,6\}$. This yields central primitive idempotents $e, f \in \mathbb{F}_{2} C_{7}$,

$$
e=1+a+a^{2}+a^{4} \text { and } f=1+a^{3}+a^{5}+a^{6}
$$

where $a$ is a generator of $C_{7}$. These satisfy ef $=0$ and $e^{J}=f$. Hence $V=$ $\mathbb{F}_{2} C_{7} \oplus \mathbb{F}_{2}=\mathbb{F}_{2}^{8}$ contains exactly the two self-dual codes

$$
C=\langle V e,(1, \ldots, 1)\rangle \text { and } D=\langle V f,(1, \ldots, 1)\rangle
$$

with generator matrices

$$
M_{C}:=\left(\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0
\end{array}\right) \text { and } M_{D}:=\left(\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 0
\end{array}\right)
$$

These codes are permutation equivalent to the extended Hamming code of length 8.
(ii) Let p be a prime with $p \equiv_{8}-1$. Then there exist exactly $2^{\frac{t}{2}}$ self-dual binary extended cyclic codes of length $p+1$, where $t:=\left[\mathbb{F}_{p}^{*}:\langle 2\rangle\right]$ is the index of the subgroup generated by 2 in the unit group $\mathbb{F}_{p}^{*}$ of $\mathbb{F}_{p}$.
(iii) Self-dual binary codes over $\mathbb{F}_{2}\left(C_{3} \backslash C_{3}\right)$. The wreath product

$$
G:=C_{3} \swarrow C_{3}=\langle(1,2,3),(4,5,6),(7,8,9),(1,4,7)(2,5,8)(3,6,9)\rangle
$$

acts on 9 points, hence yields a permutation module $\widetilde{V}$ of dimension 9 over $A=$ $\mathbb{F}_{2} G$. Let $V:=\widetilde{V} \oplus \widetilde{V} \oplus \mathbf{1} \oplus \mathbf{1}$, then $V$ decomposes as

$$
V=T_{6}^{2} \perp T_{2}^{2} \perp \mathbf{1}^{4}
$$

where $T_{2}$ and $T_{6}$ are irreducible modules of dimension 2 and 6 over $\mathbb{F}_{2}$, both self-dual with an endomorphism ring isomorphic to $\mathbb{F}_{4}$. Hence the total number of self-dual codes in $V$ equals

$$
M_{V}=\Upsilon_{o}^{-}(4,2) \cdot \Upsilon_{u}(2,4)^{2}=3^{3}=27
$$

### 6.2.5 Example: Doubly-even binary codes

Recall the notion of doubly-even binary codes in $\mathbb{F}_{2}^{N}$, in Section 2.2.2. Assume that $N$ is a multiple of 8 , i.e. there exists a self-dual doubly-even binary code of length $N$. In this section we view a code $C$ as a module over the group algebra $\mathbb{F}_{2} G$, where $G$ is a subgroup of the permutation group

$$
P(C):=\left\{\pi \in S_{N} \mid C \pi=C\right\} .
$$

For a given permutation group $G \leq S_{N}$, we ask for the number of self-dual doubly-even codes with $G \subseteq P(C)$, i.e. for the doubly-even self-dual codes in the $\mathbb{F}_{2} G$-module $V:=\mathbb{F}_{2}^{N}$. We confine ourselves to the case where the order of $G$ is odd, i.e. the group algebra $\mathbb{F}_{2} G$ is semisimple, in order to apply the results of Section 6.1. Hence in what follows assume that the order of $G$ is odd. Theorem 6.2.21 gives the number of $G$-invariant doubly-even self-dual codes, provided that there exists at least one such code. (Recall that according to Theorem 3.2, such a code exists if and only if $N$ is a multiple of 8 and there exists any self-dual code in $\mathbb{F}_{2}^{N}$.)

The group algebra $\mathbb{F}_{2} G$ carries an $\mathbb{F}_{2}$-linear involution given by $g \mapsto g^{-1}$, for $g \in G$, and the standard scalar product $\beta$ is equivariant with respect to this involution. Recall that the doubly-even codes in $\mathbb{F}_{2}^{N}$ correspond to the totally isotropic subspaces of the quadratic space $(\widetilde{V}, q)$, where

$$
\widetilde{V}=\langle(1, \ldots, 1)\rangle^{\perp} /\langle(1, \ldots, 1)\rangle=\left\{v \in \mathbb{F}_{2}^{N} \mid \operatorname{wt}(v) \text { is even }\right\} /\langle(1, \ldots, 1)\rangle,
$$

naturally is a $G$-module, for every permutation group $G$ of degree $N$. The quadratic form is

$$
q: \widetilde{V} \rightarrow \mathbb{F}_{2}, \quad v+\langle(1, \ldots, 1)\rangle \mapsto \frac{\mathrm{wt}(v)}{2} \bmod 2
$$

with polar form

$$
\left(\widetilde{v}, \widetilde{v}^{\prime}\right) \mapsto q\left(\widetilde{v}+\widetilde{v}^{\prime}\right)-q(\widetilde{v})-q\left(\widetilde{v}^{\prime}\right)=\widetilde{\beta}\left(\widetilde{v}, \widetilde{v}^{\prime}\right)
$$

where $\widetilde{\beta}$ is the non-degenerate equivariant bilinear form on $\widetilde{V}$ naturally induced by $\beta$ via

$$
\widetilde{\beta}: \widetilde{V} \times \widetilde{V} \rightarrow \mathbb{F}_{2}, \quad\left(v+\langle(1, \ldots, 1)\rangle, v^{\prime}+\langle(1, \ldots, 1)\rangle\right) \mapsto \beta\left(v, v^{\prime}\right)
$$

As seen in Section 3.2, a self-dual code $C \leq V$ is doubly-even if and only if $q$ vanishes on $C /\langle(1, \ldots, 1)\rangle \leq \widetilde{V}$, i.e. $C /\langle(1, \ldots, 1)\rangle$ is maximally isotropic.

Again, let $\mathfrak{S}$ be a system of representatives for the isomorphism classes of simple right $\mathbb{F}_{2} G$-modules. Consider the decomposition

$$
\tilde{V}=\perp_{S \in \mathfrak{S}, S \cong S^{*}} \tilde{V}_{S} \perp_{\left\{T, T^{*}\right\} \subseteq \mathfrak{G}, T \nexists T^{*}} \widetilde{V}_{T \oplus T^{*}},
$$

where $\widetilde{V}_{X}$ is the $X$-homogeneous component of $\widetilde{V}$, for $X \in \mathfrak{S}$, and $\widetilde{V}_{T \oplus T^{*}}=\widetilde{V}_{T} \oplus$ $\widetilde{V}_{T^{*}}$. Then every maximally isotropic submodule $\widetilde{C} \leq \widetilde{V}$ is of the form

$$
\begin{equation*}
\widetilde{C}=\perp_{S \in \mathfrak{S}, S \cong S^{*}}\left(C \cap \widetilde{V}_{S}\right) \perp_{\left\{T, T^{*}\right\} \subseteq \mathfrak{G}, T \nsubseteq T^{*}}\left(C \cap \widetilde{V}_{T \oplus T^{*}}\right), \tag{类}
\end{equation*}
$$

and every summand $C \cap \widetilde{V}_{S}$ or $C \cap \widetilde{V}_{T \oplus T^{*}}$ is a maximally isotropic submodule of $\widetilde{V}_{S}$ or $\widetilde{V}_{T \oplus T^{*}}$, respectively, since $q$ is linear on $\widetilde{C}$. Hence the total number of maximally isotropic submodules of $\widetilde{V}$ is the product of the number of maximally isotropic submodules in the summands of (*).

Theorem 6.2.19. Let $U \leq \widetilde{V}$ be a submodule such that the trivial module $\mathbf{1}$ does not occur in $U$. Then every self-dual code in $U$ is doubly-even.

Proof. Let $\widetilde{C}=\widetilde{C}^{\perp} \leq U$ be a self-dual code. Then $q$ is linear on $\widetilde{C}$, i.e. $q \in$ $\operatorname{Hom}_{\mathbb{F}_{2} G}(\widetilde{C}, \mathbf{1})$ with kernel

$$
\operatorname{ker}(q)=\left\{c \in \widetilde{C} \mid \operatorname{wt}(c) \equiv_{4} 0\right\}=: \widetilde{C}_{0}
$$

the doubly-even subcode of $\widetilde{C}$. The image of $q$ is isomorphic to a factor module of $\widetilde{C}$. Since 1 does not occur in $\widetilde{C}$, this enforces that $q$ vanishes on $\widetilde{C}$, i.e. $\widetilde{C}=\widetilde{C}_{0}$ is doubly-even.

Now consider the quadratic space $\left(\widetilde{V}_{1}, q_{1}\right) \cong\left(\mathbb{F}_{2}^{n}, q_{1}\right)$, with non-degenerate polar form $\widetilde{\beta}_{1}$, the restriction of $\widetilde{\beta}$ to $\widetilde{V}_{1}$. Clearly $V$ contains a doubly-even selfdual code if and only if $\left(\widetilde{V}_{1}, q_{1}\right)$ has Witt defect 0 . The total number of maximally isotropic subspaces is then well-known and given in [41], for instance.

Theorem 6.2.20. (see Ex. 11.3 of [41]) Let $n:=\operatorname{dim}\left(\widetilde{V}_{\mathbf{1}}\right)$. If $V$ contains a doubly-even self-dual code then the number of maximally isotropic subspaces of $\left(\widetilde{V}_{1}, q_{1}\right)$ equals

$$
\varpi(n):=\prod_{i=0}^{\frac{n}{2}-1}\left(2^{i}+1\right)
$$

Theorem 6.2.19 and 6.2.20 now enable us to determine the number of doublyeven self-dual codes in $V$ from the composition factors of $V$. Again, for a simple module $X \in \mathfrak{S}$, denote by $n_{X}$ the multiplicity of $X$ in $V$.

Theorem 6.2.21. If $(V, \beta)$ contains a doubly-even self-dual code then the total number of doubly-even self-dual codes in $V$ equals

$$
M_{(V, \beta)}^{\mathrm{II}}=\varpi\left(n_{1}-2\right) \prod_{S \in \mathfrak{S}, 1 \nexists S \cong S^{*}} \Upsilon_{u}\left(n_{S}, q^{d_{S}}\right) \prod_{\left\{T, T^{*}\right\} \subseteq \mathfrak{S}, T \nexists T^{*}} \Xi\left(n_{T}, q^{d_{T}}\right)
$$

### 6.3 The mass formula

For a right $A$-module $V$ carrying an equivariant form $\beta$ (cf. Definition 6.1.4), let

$$
\mathfrak{C}(V):=\left\{C \leq V \mid C=C^{\perp}=\{v \in V \mid \beta(v, c)=0 \text { for all } c \in C\}\right\} .
$$

One may be interested in an overview of the isometry types or weight distributions which occur here, rather than in the set $\mathfrak{C}(V)$ itself. Hence in what follows, we define a finite group $\operatorname{Aut}(V)$ acting on $\mathfrak{C}(V)$ such that properties like the isometry type of $C \in \mathfrak{C}(V)$ or the weight distribution are left invariant under the operation of suitable subgroups of $\operatorname{Aut}(V)$.

### 6.3.1 Weak isometries of $V$ and the mass formula

Definition 6.3.1. A bijective additive map $\psi: V \rightarrow V$ is called a weak isometry of $V$ if $\beta\left(v, v^{\prime}\right)=\beta\left(\psi(v), \psi\left(v^{\prime}\right)\right)$ and $\psi(v a)=\psi(v) a^{\alpha}$ for some automorphism $\alpha$ of $A$ and all $v, v^{\prime} \in V$. The weak isometries form a group $\operatorname{WAut}(V)$, with the composition as multiplication, which contains as a subgroup $\operatorname{Aut}(V):=\operatorname{End}_{A}(V) \cap \operatorname{WAut}(V)$, the isometries of $V$.

Clearly $\operatorname{WAut}(V)$ acts on $\mathfrak{C}(V)$. Now consider the action of some subgroup $\Gamma \leq \operatorname{WAut}(V)$. By $[C]$ denote the orbit containing $C$. If

$$
\Gamma(C)=\{\psi \in \Gamma \mid \psi(C)=C\}
$$

is the stabilizer of $C$ in $\Gamma$ then $[C]$ has length $[\Gamma: \Gamma(C)]$ and we obtain

## Theorem 6.3.2. (Mass formula)

$$
\frac{M_{V}}{|\Gamma|}=\sum_{[C] \subseteq \mathfrak{c}(V)} \frac{1}{|\Gamma(C)|}
$$

The mass formula gives a method of classifying the self-dual codes in $V$ with respect to a property which is an invariant of the action of $\Gamma$ on $\mathfrak{C}(V)$ - one may restrict to orbit representatives and weight them by the reciprocal order of their automorphism group, until the value of the left hand side of Theorem 6.3.2 has been reached. For instance, the group $\operatorname{Aut}(V)$ has the isometry type of $C \in \mathfrak{C}(V)$ as an invariant and hence Equation (6.3.2) can be used to classify the self-dual codes in $V$ up to isometry.

### 6.3.2 Example: Permutation modules

Let $A=\mathbb{F} G$ be a semisimple group algebra over the finite group $G$ and let $V$ be a permutation module for $G$, i.e. $V=\mathbb{F}^{N}$ has a distinguished basis, with respect to which $G$ acts as permutations and which we assume to be an orthonormal basis. The existence of a distinguished basis enables us to define the weight enumerator of a code $C \leq V$,

$$
\operatorname{cwe}(C)=\sum_{\left(c_{1}, \ldots, c_{N}\right) \in C} \prod_{i=1}^{N} x_{c_{i}} \in \mathbb{C}\left[x_{f}: f \in \mathbb{F}\right] .
$$

The weight enumerator contains information on $C$ which is of interest in coding theory, like the minimum weight of $C$. It is invariant under permutations of the coordinates of $C$, that is, $\operatorname{cwe}(C \pi)=\operatorname{cwe}(C)$ for all $C \in \mathfrak{C}(V)$ and $\pi \in S_{N}$. In general, the permutation equivalent code $C \pi$ is not contained in $\mathfrak{C}(V)$, i.e. $S_{N}$ does not act on $\mathfrak{C}(V)$.

If $V$ is faithful then the action of $G$ on $V$ induces an embedding $j: G \hookrightarrow S_{k}$. Let

$$
\mathfrak{N}:=N_{S_{k}}(G) \leq \operatorname{WAut}(V)
$$

be the normalizer of $j(G)$ in $S_{k}$. Every $\eta \in \mathfrak{N}$ naturally induces a bijection $v \mapsto$ $v \eta$ of $V$. This bijection is a weak automorphism of $V$ since if $\alpha_{\eta}$ is the $\mathbb{F}$-linear automorphism of $A=\mathbb{F} G$ given by $g \mapsto \alpha_{\eta}(g)=\eta^{-1} g \eta$ then

$$
v g \eta=v \eta \eta^{-1} g \eta=v \eta \alpha_{\eta}(g)
$$

for all $v \in V$ and $g \in G$. Hence $\mathfrak{N}$ acts on $\mathfrak{C}(V)$, yielding a mass formula

$$
\begin{equation*}
\frac{M_{V}}{|\mathfrak{N}|}=\sum_{[C]_{\mathfrak{N}} \subseteq \mathfrak{C}(V)} \frac{1}{|\mathfrak{N}(C)|} \tag{䒘}
\end{equation*}
$$

where $[C]_{\mathfrak{N}}$ is the orbit of $\mathfrak{N}$ containing $C$ and $\mathfrak{N}(C)$ is the stabilizer of $C$ under $\mathfrak{N}$. Clearly the weight enumerator is an invariant of this operation. Another invariant is the conjugacy class of $P(C)$ in $S_{N}$, since $P(C \eta)=\eta^{-1} P(C) \eta$ for every $\eta \in \mathfrak{N}$. In general there is no larger subgroup $\mathcal{U}$ with $\mathfrak{N} \subsetneq \mathcal{U} \subseteq S_{k}$ such that $\mathcal{U}$ acts on $\mathfrak{C}(V)$, since every element which acts on $\mathfrak{C}(V)$ normalizes the Bravais group $\mathcal{B}(V):=\cap_{C \in \mathfrak{C}(V)} P(C)$, cf. Theorem 6.3.3.

Theorem 6.3.3. If $\mathcal{B}(V)=G$ then $\mathfrak{N}$ is the largest subgroup of $S_{k}$ which acts on $\mathfrak{C}(V)$.
Proof. Let $\pi \in S_{k}$ such that $\pi$ acts on $\mathfrak{C}(V)$. Then $\pi \in \mathfrak{N}$ since

$$
G=\mathcal{B}(V)=\cap_{C \in \mathfrak{C}(V)} P(C \pi)=\pi^{-1}\left(\cap_{C \in \mathfrak{C}(V)} P(C)\right) \pi=\pi^{-1} \mathcal{B}(V) \pi=\pi^{-1} G \pi
$$

Example 6.3.4. Self-dual binary codes of length 48 with an automorphism of order 23. The extended quadratic residue code $q_{48} \leq \mathbb{F}_{2}^{48}$ is, up to permutation equivalence, the only self-dual $[48,24,12]$-code, i.e. the only extremal binary self-dual code of length $48, c f$. for instance [36]. The code $q_{48}$ has an automorphism $\sigma \in S_{48}$ of order 23 which acts on the coordinates of $q_{48}$ with four orbits. Hence $q_{48}$ is a submodule of

$$
V=\mathbb{F}_{2} C_{23} \oplus \mathbb{F}_{2} C_{23} \oplus \mathbf{1} \oplus \mathbf{1}
$$

over the semisimple algebra $A=\mathbb{F}_{2} C_{23}$. The algebra $A$ has three irreducible modules, which are the trivial module 1, a module $T$ of dimension 11 and its dual $T^{*} \not \equiv T$ with an endomorphism ring of dimension $d_{T}=11$. Hence $V$ has a decomposition $V=1^{4} \perp$ $\left(T \oplus T^{*}\right)^{2}$ and the total number of self-dual codes in $V$ equals

$$
M_{V}=\Upsilon_{o}^{-}(4,2) \Xi\left(2,2^{11}\right)=3 \cdot\left(2^{11}+3\right)=6153
$$

Considering normalizer equivalence, i.e. the orbits of $N_{S_{48}}(\sigma)$ on the set $\mathfrak{C}(V)$ of all self-dual codes in $V$, there are only 14 equivalence classes of codes. Representatives $C_{1}, \ldots, C_{14}$ for these classes can easily be computed in MAGMA ([3]) using the mass formula (*), which then is

$$
\frac{6153}{46552}=4 \cdot \frac{1}{92}+\frac{1}{2024}+2 \cdot \frac{1}{23276}+\frac{1}{1012}+4 \cdot \frac{1}{46}+2 \cdot \frac{1}{11638}
$$

The below-mentioned tabular lists the stabilizer orders $\mathfrak{N}\left(C_{i}\right)$ of the codes $C_{1}, \ldots, C_{14}$ and gives the number of words of weight 24 in each code, which is helpful to distinguish codes which are not permutation equivalent.

| $i$ | $\left\|\mathfrak{N}\left(C_{i}\right)\right\|$ | $d(C)$ | Number of words of weight 24 |
| :---: | :---: | :---: | :---: |
| 1 | 92 | 2 | 3754060 |
| 2 | 92 | 2 | 3765560 |
| 3 | 92 | 2 | 3749000 |
| 4 | 92 | 2 | 3759120 |
| 5 | 2024 | 2 | 2704156 |
| 6 | 23276 | 2 | 3829960 |
| 7 | 23276 | 2 | 3829960 |
| 8 | 1012 | 4 | 11092764 |
| 9 | 46 | 8 | 7691340 |
| 10 | 46 | 8 | 7691340 |
| 11 | 46 | 8 | 7701000 |
| 12 | 11638 | 8 | 7787940 |
| 13 | 11638 | 8 | 7787940 |
| 14 | 46 | 12 | 7681680 |

Explicit calculation in MAGMA shows that the codes $C_{6}$ and $C_{7}$ are permutation equivalent, and the codes $C_{12}$ and $C_{13}$ are permutation equivalent but $C_{9}$ and $C_{10}$ are not. Hence there are, up to permutation equivalence, 12 self-dual codes in $V$.

## Chapter 7

## Examples

For a finite field $\mathbb{F}$, in this chapter two different scalar products on $\mathbb{F}^{N}$ are considered to define the dual of a linear code. The Euclidean scalar product is given by

$$
\beta^{1}: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(\left(v_{1}, \ldots, v_{N}\right),\left(w_{1}, \ldots, w_{N}\right)\right) \mapsto \sum_{i=1}^{N} v_{i} w_{i}
$$

and if $\mathbb{F}$ has $r^{2}$ elements then the Hermitian scalar product is given by

$$
\beta^{r}: \mathbb{F}^{N} \times \mathbb{F}^{N} \rightarrow \mathbb{F}, \quad\left(\left(v_{1}, \ldots, v_{N}\right),\left(w_{1}, \ldots, w_{N}\right)\right) \mapsto \sum_{i=1}^{N} v_{i} w_{i}^{r}
$$

In what follows, fix an element $\nu \in\{1, r\}$. A vector space automorphism $\varphi \in$ $\operatorname{Aut}\left(\mathbb{F}^{N}\right)$ is called monomial if its matrix with respect to the standard basis $\mathcal{E}=$ $\left(e_{1}, \ldots, e_{N}\right)$ of $\mathbb{F}^{N}$ is monomial, i.e. each column and each row has exactly one nonzero entry. A monomial automorphism is called transitive if its natural action on the set $\left\{\mathbb{F}^{*} \cdot e_{i} \mid i \in\{1, \ldots, N\}\right\}$ is transitive, and $\nu$-isometric if $\beta^{\nu}(\varphi(v), \varphi(w))=$ $\beta^{\nu}(v, w)$ for all $v, w \in \mathbb{F}^{N}$. The dual of a linear code $C \leq \mathbb{F}^{N}$ is

$$
C^{\perp}=C^{\perp, \nu}=\left\{v \in \mathbb{F}^{N} \mid \beta^{\nu}(v, c)=0 \text { for all } c \in C\right\}
$$

and $C$ is called self-dual if $C=C^{\perp}$. The group $\mathcal{M}^{\nu}\left(\mathbb{F}^{N}\right)$ formed by the isometric monomial automorphisms of $\mathbb{F}^{N}$ acts naturally on the set

$$
\mathfrak{C}^{\nu}=\left\{C \leq \mathbb{F}^{N} \mid C=C^{\perp, \nu}\right\}
$$

of all self-dual codes in $\mathbb{F}^{N}$, preserving for instance the minimum weight and other properties of the code which are of interest in coding theory. The stabilizer of a code $C$ under this action is called the monomial automorphism group MAut $(C)$.

In this chapter we choose some finite group $G$ and ask for all transitive representations $\Delta: G \rightarrow \mathcal{M}^{\nu}\left(\mathbb{F}^{N}\right)$ such that $\Delta(G)$ is contained in the automorphism group of a self-dual code. Note that every such representation is induced from some linear character $\mu$ of some subgroup $H$ of $G$, with $\mu(h) \mu(h)^{\nu}=1$ for all $h \in H$ (cf. Remark 7.1.1). The theory developed in the previous chapters is then
applied to investigate the existence of a self-dual $\Delta(G)$-invariant code in $\mathbb{F}^{N}$. It follows for instance from Chapter 3 that, if $\mathbb{F}$ has odd characteristic, every automorphism of a self-dual code has determinant 1, i.e. if there exists a self-dual $\Delta(G)$-invariant code then $\Delta(G)$ must necessarily be contained in the special orthogonal group

$$
\mathrm{SL}\left(\mathbb{F}^{N}\right)=\left\{X \in \mathrm{GL}\left(\mathbb{F}^{N}\right) \mid \operatorname{det}(X)=1\right\},
$$

Moreover, since $\Delta(G)$ acts on $\mathbb{F}^{N}$ as isometries, the pair $\left(\mathbb{F}^{N}, \beta^{\nu}\right)$ is an equivariant module over the group algebra $\mathbb{F} G$ in the sense of Section 4.1, where the involution on $\mathbb{F} G$ is given by

$$
J_{\nu}: \mathbb{F} G \rightarrow \mathbb{F} G, \quad \sum_{g \in G} a_{g} g \mapsto \sum_{g \in G} a_{g}^{\nu} g^{-1}
$$

Hence if $\mathbb{F}$ has even characteristic or if $\nu=r$ then the theory developed in Section 4.1 enables us to decide from a composition series of the $G$-module $\mathbb{F}^{N}$ whether there exists a self-dual $\Delta(G)$-invariant code in $\mathbb{F}^{N}$. If there exists such a code then the methods developed in Chapter 2.2 can be applied to determine $\mathfrak{C}^{\nu}$ completely, or up to an appropriate notion of equivalence. This is performed for self-dual binary $A_{5}$-invariant codes.

## 7.1 $\quad A_{5}$-invariant self-dual codes

This section gives a classification of all transitive isometric monomial representations $\Delta$ of any degree $N$ of the alternating group $A_{5}$ such that $\Delta\left(A_{5}\right)$ is contained in the automorphism group of a self-dual code in $\mathbb{F}^{N}$, where $\mathbb{F}$ is a finite field of characteristic 2,3 or 5 . A self-orthogonal code whose automorphism group contains $\Delta\left(A_{5}\right)$ is rightly called $A_{5}$-invariant, since $\Delta\left(A_{5}\right) \cong A_{5}$ whenever $\Delta$ is nontrivial, due to the simplicity of $A_{5}$. Moreover, if $C$ is a maximally self-orthogonal $A_{5}$-invariant code in $\mathbb{F}^{N}$ then the quotient $C^{\perp} / C$ is semisimple and does not depend on the choice of $C$. These quotients are given for every monomial representation of $A_{5}$. In terms of Witt groups, these quotients are the anisotropic representatives of the $\Delta\left(A_{5}\right)$-module $\mathbb{F}^{N}$ in the Witt group $\mathcal{W}\left(\mathbb{F} A_{5}, J_{\nu}, 1\right)$, which is therefore discussed in Section 7.1.1.

### 7.1.1 The Witt group of $\mathbb{F} A_{5}$

Let $\nu \in\{1, r\}$ and let $\Delta: A_{5} \rightarrow \mathbb{F}^{N}$ be a transitive $\nu$-isometric monomial representation. Let the involution $J_{\nu}$ be as above and consider $\mathbb{F}^{N}$ as an $\mathbb{F} A_{5}$-module via $v \cdot a=v \Delta(a)$, for $v \in \mathbb{F}^{N}$ and $a \in A$. Then

$$
\beta^{\nu}(v \cdot a, w)=\beta^{\nu}\left(v, w \cdot a^{J_{\nu}}\right), \quad \beta^{\nu}(v, w)=\beta^{\nu}(w, v)^{J_{\nu}}
$$

for all $v, w \in \mathbb{F}^{N}$ and all $a \in \mathbb{F} A_{5}$, and hence the pair $\left(\mathbb{F}^{N}, \beta^{\nu}\right)$ is 1-equivariant in the sense of Definition 4.1.1. In this section we determine the structure of the Witt group $\mathcal{W}\left(\mathbb{F} A_{5}, J_{\nu}, 1\right)$ and establish a uniform notation to describe the Witt Type of $\left(\mathbb{F}^{N}, \beta^{\nu}\right)$ in the subsequent section.
$\mathcal{W}\left(\mathbb{F} A_{5}, J, 1\right)$ in characteristic 2
Over a field $\mathbb{F}=\mathbb{F}_{2^{f}}$, for an odd integer $f$, the group $A_{5}$ has three simple modules, namely the trivial module and two 4 -dimensional modules $S$ and $T$. The $A_{5}{ }^{-}$ module structure on $S$ is given by the homomorphism

$$
A_{5} \rightarrow \operatorname{End}(S), \quad(1,2,3) \mapsto\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad(3,4,5) \mapsto\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

and the $A_{5}$-module structure on $T$ is given by

$$
A_{5} \rightarrow \operatorname{End}(T), \quad(1,2,3) \mapsto\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right), \quad(3,4,5) \mapsto\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right)
$$

All three of these modules carry a non-degenerate $G$-invariant form with respect to the $\mathbb{F}$-linear involution $J$ of $\mathbb{F} G$ given by $g \mapsto g^{-1}$, for $g \in G$. For the non-trivial modules $S$ and $T$, this is seen as follows. Let

$$
\chi_{S}: \mathbb{F} G \rightarrow \mathbb{F}, \quad a \mapsto \operatorname{Trace}_{S}(a)
$$

where Trace denotes the usual trace of a matrix, and define $\chi_{T}$ analogously. The dual module $S^{*}$ of $S$ is again a simple $A_{5}$-module of dimension 4, hence either isomorphic to $S$ or to $T$, and $\chi_{S}(g)=\chi_{S^{*}}\left(g^{-1}\right)$ for all $g \in G$. Since $\chi_{S}((1,2,3))=1$ and $\chi_{T}\left((1,2,3)^{-1}\right)=0$, it follows that $S$ is self-dual and, analogously, that $T$ is self-dual. Hence both $S$ and $T$ carry a non-degenerate $G$-invariant form, by Remark 4.1.22.

The module $S$ is absolutely irreducible, while over a field $\mathbb{F}_{2^{f}}$ with even $f$, the module $T=T_{1} \oplus T_{2}$ splits into a direct sum of two modules of dimension 2. The $A_{5}$-module structure on $T_{1}$ is given by

$$
(1,2,3) \mapsto\left(\begin{array}{cc}
\zeta & 0 \\
0 & \zeta^{2}
\end{array}\right), \quad(3,4,5) \mapsto\left(\begin{array}{cc}
1 & \zeta \\
\zeta^{2} & 0
\end{array}\right)
$$

where $\zeta$ is a primitive third root of unity in $\mathbb{F}$. The module $T_{2}$ is the algebraic conjugate of $T_{1}$ under the Galois automorphism $\mathbb{F} \rightarrow \mathbb{F}, x \mapsto x^{2}$, i.e. the $A_{5}$-module structure on $T_{2}$ is obtained by replacing $\zeta$ with $\zeta^{2}$ above. Let $g:=(1,2,3)(3,4,5)$, then

$$
\chi_{T_{1}}(g)=\operatorname{Trace}\left(\left(\begin{array}{cc}
\zeta & \zeta^{2} \\
\zeta & 0
\end{array}\right)\right)=\zeta, \quad \chi_{T_{1}}\left(g^{-1}\right)=\operatorname{Trace}\left(\left(\begin{array}{cc}
0 & \zeta^{2} \\
\zeta & \zeta
\end{array}\right)\right)=\zeta
$$

and hence $\chi_{T_{2}}(g)=\chi_{T_{2}}\left(g^{-1}\right)=\zeta^{2}$. Hence the same argument as above shows that both $T_{1}$ and $T_{2}$ are self-dual and hence, with respect to $J$, carry non-degenerate $G$ invariant forms. Now it follows from Corollary 4.1.16 that up to isometry, every
simple $\mathbb{F}_{2 f} A_{5}$-module carries exactly one non-degenerate $G$-invariant form with respect to $J$, whatever the parity of $f$. Hence if $f$ is odd then

$$
\mathcal{W}\left(\mathbb{F}_{2^{f}} A_{5}, J, 1\right) \cong\left\langle\left[\left(\mathbb{F}, \beta_{\mathbb{F}}\right)\right]\right\rangle \times\left\langle\left[\left(S, \beta_{S}\right)\right]\right\rangle \times\left\langle\left[\left(T, \beta_{T}\right)\right]\right\rangle \cong \times_{i=1}^{3} C_{2}
$$

and if $f$ is even then

$$
\mathcal{W}\left(\mathbb{F}_{2^{f}} A_{5}, J, 1\right) \cong\left\langle\left[\left(\mathbf{1}, \beta_{1}\right)\right]\right\rangle \times\left\langle\left[\left(S, \beta_{S}\right)\right]\right\rangle \times\left\langle\left[\left(T_{1}, \beta_{T_{1}}\right)\right]\right\rangle \times\left\langle\left[\left(T_{2}, \beta_{T_{2}}\right)\right]\right\rangle \cong \times_{i=1}^{4} C_{2}
$$

Now consider the Hermitian case, i.e. assume that $f=2 r$ is even and the involution is given by

$$
J_{r}: \mathbb{F}_{2^{f}} A_{5} \rightarrow \mathbb{F}_{2^{f}} A_{5}, \quad \sum_{g \in G} a_{g} g \mapsto a_{g}^{2^{r}} g^{-1}
$$

The same argument as above shows that with respect to $J_{r}$, the simple module $S$ carries exactly one non-degenerate $G$-invariant form, up to isometry, and that $T_{1}$ and $T_{2}$ carry a non-degenerate $G$-invariant form if and only if

$$
\zeta=\chi_{T_{1}}(g)=\chi_{T_{1}}\left(g^{-1}\right)^{J_{r}}=\zeta^{2^{r}},
$$

i.e. if and only if $f$ is a multiple of 4 . In this case the Witt group

$$
\mathcal{W}\left(\mathbb{F}_{2^{f}} A_{5}, J_{r}, 1\right) \cong\left\langle\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]\right\rangle \times\left\langle\left[\left(S, \beta_{S}\right)\right]\right\rangle \times_{i=1}^{2}\left\langle\left[\left(T_{i}, \beta_{T_{i}}\right)\right] \cong \times_{i=1}^{4} C_{2},\right.
$$

and if $f$ is even but no multiple of 4 then the Witt group

$$
\mathcal{W}\left(\mathbb{F}_{2^{f}} A_{5}, J_{r}, 1\right) \cong\left\langle\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]\right\rangle \times\left\langle\left[\left(S, \beta_{S}\right)\right]\right\rangle \cong \times_{i=1}^{2} C_{2} .
$$

## $\mathcal{W}\left(\mathbb{F} A_{5}, J, 1\right)$ in characteristic 3

Over a finite field $\mathbb{F}=\mathbb{F}_{3^{f}}$, for an odd integer $f$, the group algebra $\mathbb{F} A_{5}$ has three simple modules, namely the trivial module, a module $U$ of dimension 4 and a module $V$ of dimension 6 . Since all simple modules have different dimension and since the dual of a simple module is again a simple module of the same dimension, all simple modules are self-dual, with respect to either of the two involutions $J, J_{r}$. The module $U$ is absolutely irreducible, and the $\mathbb{F} A_{5}$-module structure on $U$ is given by the homomorphism

$$
\varphi: A_{5} \rightarrow \operatorname{End}(U), \quad(1,2,3) \mapsto\left(\begin{array}{cccc}
0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & -1 & 0 & 1
\end{array}\right), \quad(3,4,5) \mapsto\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right) .
$$

To see that with respect to either of the involutions $J, J_{r}$, the module $U$ carries a non-degenerate equivariant form, one calculates that

$$
\sum \varphi(g)\left(\varphi(g)^{\operatorname{tr}}\right)^{\nu}=\left(\begin{array}{rrrr}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{array}\right)
$$

where the power $\nu \in\{1, r\}$ is taken componentwise and the sum is over the pairwise different matrices $\varphi(g) \varphi(g)^{\text {tr }}$. By definition the non-degenerate form on $U$ given by this matrix is equivariant.

Over a field $\mathbb{F}_{3^{f}}$ with even $f$, the module $V$ splits into two modules $V_{1}, V_{2}$ of dimension 3. The $\mathbb{F} A_{5}$-module structure on $V_{1}$ is given by the homomorphism

$$
A_{5} \rightarrow \operatorname{End}\left(V_{1}\right), \quad(1,2,3) \mapsto\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad(3,4,5) \mapsto\left(\begin{array}{ccc}
1 & \zeta^{3} & 2 \\
1 & \zeta^{6} & \zeta^{6} \\
1 & \zeta^{5} & \zeta
\end{array}\right),
$$

where $\zeta$ is a root of unity of order 8 . The module $V_{2}$ is the algebraic conjugate of $V_{1}$ by the Galois automorphism $f \mapsto f^{3}$, i.e. the $\mathbb{F} A_{5}$-module structure on $V_{2}$ is obtained by replacing $\zeta$ with $\zeta^{3}$ above. Let $g:=(1,2,3)(4,5,6)$, then $\chi_{V_{1}}(g)=\zeta^{3}=$ $\chi_{V_{1}}\left(g^{-1}\right)$, and hence $\chi_{V_{2}}(g)=\zeta=\chi_{V_{2}}\left(g^{-1}\right)$. Hence with respect to the involution $J$, both $V_{1}$ and $V_{2}$ are self-dual. Since these modules have odd dimension, one concludes with Remark 4.1.22 that with respect to $J$, both $V_{1}$ and $V_{2}$ carry a nondegenerate 1-equivariant form. This implies that with respect to $J$, the module $V$ carries a non-degenerate 1-equivariant form, too, as follows. Since $V$ is self-dual, it carries a symplectic or a symmetric non-degenerate $G$-invariant form. Assume that this form is symplectic. This gives rise to a symplectic $G$-invariant bilinear form $\psi$ on $V \otimes_{\mathbb{F}} L \cong V_{1} \oplus V_{2}$, where $L$ is a field extension of degree 2 over $\mathbb{F}$. The epimorphism

$$
\alpha_{\psi}: V_{1} \oplus V_{2} \rightarrow \operatorname{Hom}_{L}\left(V_{1}, L\right), \quad v \mapsto\left(v_{1} \mapsto \psi\left(v, v_{1}\right)\right)
$$

has kernel $V_{2}$ since $V_{1}$ is self-dual. Hence $\psi$ restricts to a non-degenerate $G$ invariant symplectic bilinear form $V_{1} \times V_{1} \rightarrow_{L}, \quad\left(v_{1}, v_{1}^{\prime}\right) \mapsto \psi\left(v_{1}, v_{1}^{\prime}\right)$. But this is a contradiction since $V_{1}$ has odd dimension and hence there exists no such form. Hence $V$ must carry a non-degenerate $G$-invariant symmetric bilinear form.

Now assume that $f=2 r$ is even, and consider the involution $J_{r}$ on $\mathbb{F}_{3 f} A_{5}$. The module $V_{2}$ is self-dual with respect to $J_{r}$ if and only if $\zeta^{J_{r}}=\zeta$. Since $\zeta^{J_{r}}=\zeta^{3^{r}}$, this holds if and only if $r$ is even, i.e. if and only if $f$ is a multiple of 4. Hence, again since $V_{1}, V_{2}$ have odd dimension, with respect to $J_{r}$, these modules carry a nondegenerate 1-equivariant form if and only if $f$ is a multiple of 4 . In conclusion, if $f$ is odd then the Witt group

$$
\begin{aligned}
\mathcal{W}\left(\mathbb{F}_{3^{f}} A_{5}, J, 1\right) & \cong\left\langle\left[\left(\mathbf{1}, \beta_{1}\right)\right]\right\rangle \times\left\langle\left[\left(U, \beta_{U}\right)\right]\right\rangle \times_{\sigma \in\{1, \epsilon\}}\left\langle\left[\left(V, \sigma \beta_{V}\right)\right]\right\rangle \\
& \cong C_{4} \times C_{4} \times_{\sigma \in\{1, \epsilon\}}\left(C_{2} \times C_{2}\right),
\end{aligned}
$$

where the element $\epsilon \in \mathbb{F}^{*}-\left(\mathbb{F}^{*}\right)^{2}$. For even $f$, the Witt group

$$
\begin{aligned}
\mathcal{W}\left(\mathbb{F}_{3 f} A_{5}, J, 1\right) & \cong \times_{\sigma \in\{1, \epsilon\}}\left(\left\langle\left[\left(\mathbf{1}, \sigma \beta_{1}\right)\right]\right\rangle \times\left\langle\left[\left(U, \sigma \beta_{U}\right)\right]\right\rangle \times \times_{i=1}^{2}\left\langle\left[\left(V_{i}, \sigma \beta_{V_{i}}\right)\right]\right\rangle\right) \\
& \cong \times_{\sigma \in\{1, \epsilon\}}\left(C_{2} \times C_{2} \times C_{2} \times C_{2}\right) .
\end{aligned}
$$

In the Hermitian case, the Witt group

$$
\mathcal{W}\left(\mathbb{F}_{3^{f}} A_{5}, J_{r}, 1\right) \cong\left\langle\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]\right\rangle \times\left\langle\left[\left(U, \beta_{U}\right)\right]\right\rangle \times \times_{i=1}^{2}\left\langle\left[\left(V_{i}, \beta_{V_{i}}\right)\right]\right\rangle \cong \times_{i=1}^{3} C_{2}
$$

if $f$ is a multiple of 4 , and otherwise

$$
\mathcal{W}\left(\mathbb{F}_{3 f} A_{5}, J_{r}, 1\right) \cong\left\langle\left[\left(1, \beta_{1}\right)\right]\right\rangle \times\left\langle\left[\left(U, \beta_{U}\right)\right]\right\rangle \cong C_{2} \times C_{2} .
$$

## $\mathcal{W}\left(\mathbb{F} A_{5}, J, 1\right)$ in characteristic 5

Over a finite field $\mathbb{F}=\mathbb{F}_{5 f}$, the group algebra $\mathbb{F} A_{5}$ has three simple modules, namely the trivial module, a module $X$ of dimension 3 and a module $Y$ of dimension 5. As in the case of characteristic 3, one concludes that all these modules are self-dual. Hence with respect to either of the involutions $J, J_{r}$ of $\mathbb{F} A_{5}$, these modules carry a non-degenerate 1-equivariant form or a non-degenerate -1-equivariant form, by Remark 4.1.22. But the latter does not hold since the simple modules all have odd dimension. Hence all the simple modules carry a non-degenerate 1-equivariant form. Now it follows from Corollary 4.1.20 that in the Euclidean case,

$$
\begin{aligned}
\mathcal{W}\left(\mathbb{F}_{5 f} A_{5}, J, 1\right) & \cong \times_{\sigma \in\{1, \epsilon\}}\left(\left\langle\left[\left(\mathbf{1}, \sigma \beta_{\mathbf{1}}\right)\right]\right\rangle \times\left\langle\left[\left(X, \sigma \beta_{X}\right)\right]\right\rangle \times\left\langle\left[\left(Y, \sigma \beta_{Y}\right)\right]\right\rangle\right) \\
& \cong \times_{\sigma \in\{1, \epsilon\}}\left(C_{2} \times C_{2} \times C_{2}\right),
\end{aligned}
$$

and in the Hermitian case

$$
\mathcal{W}\left(\mathbb{F}_{5 f} A_{5}, J, 1\right) \cong\left\langle\left[\left(\mathbf{1}, \beta_{1}\right)\right]\right\rangle \times\left\langle\left[\left(X, \beta_{X}\right)\right]\right\rangle \times\left\langle\left[\left(Y, \beta_{Y}\right)\right]\right\rangle \cong C_{2} \times C_{2} \times C_{2}
$$

## $\mathcal{W}\left(\mathbb{F} A_{5}, J, 1\right)$ in coprime characteristic

Let $\mathbb{F}$ be a finite field whose characteristic does not divide the order of $A_{5}$, i.e. $\operatorname{char}(\mathbb{F}) \notin\{2,3,5\}$. The ordinary character table of $A_{5}$ is

| Size | 1 | 15 | 20 | 12 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Order | 1 | 2 | 3 | 5 | 5 |
| $\chi_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\chi_{2}$ | 3 | -1 | 0 | $b_{5}$ | $b_{5}^{\circ}$ |
| $\chi_{3}$ | 3 | -1 | 0 | $b_{5}^{\circ}$ | $b_{5}$ |
| $\chi_{4}$ | 4 | 0 | 1 | -1 | -1 |
| $\chi_{5}$ | 5 | 1 | -1 | 0 | 0 |

where $b_{5}=\frac{1+\sqrt{5}}{2}$ and $b_{5}^{\circ}=\frac{1-\sqrt{5}}{2}$. Let $Z_{i}$ be the simple $\mathbb{C} A_{5}$-module belonging to the character $\chi_{i}$. It is well-known that $Z_{1}, Z_{4}$ and $Z_{5}$ are realizable over the rationals and hence over every finite field. The modules $Z_{2}, Z_{3}$ are realizable over every finite field which has a root of $x^{2}-5$. If $\mathbb{F}$ has no root of $x^{2}-5$ then there is another irreducible $\mathbb{F} A_{5}$-module $Z_{6}$ of dimension 6 , which splits into a direct sum $Z_{6} \otimes L \cong\left(Z_{2} \otimes L\right) \times\left(Z_{3} \otimes L\right)$ over a field extension $L$ of degree 2 over $\mathbb{F}$. Clearly $Z_{i}$ is irreducible over $\mathbb{F}$ whenever it is realizable over $\mathbb{F}$, since none of the characters $\chi_{i}$ is the sum of other characters. Since $Z_{1}, Z_{4}$ and $Z_{5}$ are the only simple modules of dimension 1,4 and 5 , respectively, these modules are self-dual. This implies that with respect to either of the involutions $J, J_{r}$, the $\mathbb{F} A_{5}$-modules $Z_{1}$ and $Z_{5}$ carry a non-degenerate 1-equivariant form (cf. Remark 4.1.22). The same calculations as in the case of characteristic 3 show that $Z_{4}$ carries a non-degenerate 1-equivariant form, too, with respect to either of the involutions. Since every element of $A_{5}$ is conjugate to its inverse, with respect to the involution $J$, the modules $Z_{2}$ and $Z_{3}$ are self-dual, and with respect to the involution $J_{r}$ these modules are self-dual if
and only if $b_{5}^{J_{r}}=b_{5}$. If $Z_{2}, Z_{3}$ are self-dual then they carry an 1-equivariant form, since they have odd dimension, again by Remark 4.1.22. Now it follows with the same argument as in characteristic 3 that with respect to $J$, the module $Z_{6}$ carries a non-degenerate 1-equivariant form, too. In conclusion, if $x^{2}-5$ has a root in $\mathbb{F}=\mathbb{F}_{p^{f}}$ and $p^{f} \equiv_{4} 1$ then

$$
\mathcal{W}\left(\mathbb{F}_{p} A_{5}, J, 1\right) \cong \times_{\sigma \in\{1, \epsilon\}} \times_{i=1}^{5}\left\langle\left[\left(Z_{i}, \sigma \beta_{Z_{i}}\right)\right]\right\rangle \cong \times_{\sigma \in\{1, \epsilon\}} \times_{i=1}^{5} C_{2},
$$

where $\epsilon \in \mathbb{F}_{p^{f}}^{*}-\left(\mathbb{F}_{p^{f}}^{*}\right)^{2}$. If $x^{2}-5$ has a root in $\mathbb{F}_{p^{f}}$ and $p^{f} \equiv_{4}-1$ then

$$
\mathcal{W}\left(\mathbb{F}_{p^{f}} A_{5}, J, 1\right) \cong \times_{i=1}^{5}\left\langle\left[\left(Z_{i}, \beta_{Z_{i}}\right)\right]\right\rangle \cong \times_{i=1}^{5} C_{4} .
$$

If $x^{2}-5$ has no root in $\mathbb{F}_{p^{f}}$ and $p^{f} \equiv{ }_{4} 1$ then

$$
\begin{aligned}
\mathcal{W}\left(\mathbb{F}_{p^{f}} A_{5}, J, 1\right) & \cong \times_{\sigma \in\{1, \epsilon\}} \times \times_{i \in\{1,4,5,6\}}\left\langle\left[\left(Z_{i}, \sigma \beta_{Z_{i}}\right)\right]\right\rangle \\
& \cong \times_{\sigma \in\{1, \epsilon\}} \times_{i \in\{1,4,5,6\}} C_{2},
\end{aligned}
$$

and if $x^{2}-5$ has no root in $\mathbb{F}_{p^{f}}$ and $p^{f} \equiv_{4}-1$ then

$$
\begin{aligned}
\mathcal{W}\left(\mathbb{F}_{p^{f}} A_{5}, J, 1\right) & \cong \times_{i \in\{1,4,5\}}\left\langle\left[\left(Z_{i}, \beta_{Z_{i}}\right)\right]\right\rangle \times_{\sigma \in\{1, \epsilon\}}\left\langle\left[\left(Z_{6}, \sigma \beta_{Z_{6}}\right)\right]\right\rangle \\
& \cong \times_{i \in\{1,4,5\}} C_{4} \times_{\sigma \in\{1, \epsilon\}} C_{2}
\end{aligned}
$$

In the Hermitian case, the Witt group

$$
\mathcal{W}\left(\mathbb{F}_{p^{f}} A_{5}, J_{r}, 1\right) \cong \times_{i \in I}\left\langle\left[\left(Z_{i}, \beta_{Z_{i}}\right)\right]\right\rangle \cong \times_{i \in I} C_{2},
$$

where $I=\{1,2,3,4,5\}$ if $b_{5}^{J_{r}}=b_{5}$, and $I=\{1,4,5\}$ otherwise.

### 7.1.2 Classification of all transitive monomial representations of $A_{5}$

The following Remark gives an outline of the characterization of all transitive monomial representations of $A_{5}$.

Remark 7.1.1. Let $G$ be a finite group and let $\Delta: G \rightarrow \operatorname{Aut}\left(\mathbb{F}^{N}\right)$ be a transitive monomial representation. Let $V=\mathbb{F}^{N}$ be the corresponding $\mathbb{F} G$-module. Then there exist a subgroup $H$ of $G$ and a linear character $\mu: H \rightarrow \mathbb{F}^{*}$ such that $V$ is isomorphic to the $\mathbb{F} G$-module $W_{\mu}^{G}$ induced from the $\mathbb{F} H$-module $W_{\mu}=\mathbb{F}$, where $h \cdot w=\mu(h) w$, for $h \in H$ and $w \in W_{\mu}$. Moreover, $\Delta(G)$ is isometric with respect to the form $\beta^{\nu}$ if and only if $\mu(h) \mu(h)^{\nu}=1$ for all $h \in H$.

Proof. Let $\mathcal{E}=\left(e_{1}, \ldots, e_{N}\right)$ be the standard basis of $\mathbb{F}^{N}$ and let $H:=$ $\operatorname{Stab}_{\Delta(G)}\left(\mathbb{F}^{*} e_{1}\right)$. Define a linear character $\mu: H \rightarrow \mathbb{F}^{*}$ by $e_{1} h=e_{1} \mu(h)$. In what follows, bases of $V$ and $W_{\mu}^{G}$ are constructed such that there exists a $G$-module isomorphism which maps basis vectors to basis vectors. To this aim choose elements $g_{1}, \ldots, g_{N} \in G$ with $e_{1} g_{i}=e_{i}$. Then $G=\dot{\cup} H g_{i}$ is a disjoint union of right cosets. For every element $x \in G$ and every $i$ there exists a uniquely determined
element $h_{x, i} \in H$ and an integer $\pi_{x}(i) \in\{1, \ldots, N\}$ such that $g_{i} x=h_{x, i} g_{\pi_{x}(i)}$. Choose an element $w \in W_{\mu}^{G}$ such that $w H \subseteq \mathbb{F}^{*} w$, and with respect to the basis $\mathcal{B}=\left(b g_{1}, \ldots, b g_{N}\right)$ of $W_{\mu}^{G}, G$ acts as monomial permutations, via

$$
b g_{i} \cdot x=b g_{\pi_{x}(i)} \mu\left(h_{i, x}\right)
$$

Then the linear map $V \rightarrow W_{\mu}^{G}, e_{1} g_{i} \mapsto b g_{i}$ is an isomorphism of $G$-modules. If $\Delta(G)$ is isometric then

$$
1=\beta\left(e_{1}, e_{1}\right)=\beta\left(e_{1} h, e_{1} h\right)=\beta\left(e_{1} \mu(h), e_{1} \mu(h)\right)=\mu(h) \mu(h)^{\nu}
$$

for all $h \in H$. Conversely, if always $\mu(h) \mu(h)^{\nu}=1$ then

$$
\begin{aligned}
\beta\left(e_{i} x, e_{i} x\right) & =\beta\left(e_{1} g_{i} x, e_{1} g_{i} x\right)=\beta\left(e_{1} g_{\pi_{x}(i)} \mu\left(h_{i, x}\right), e_{1} g_{\pi_{x}(i)} \mu\left(h_{i, x}\right)\right) \\
& =\mu\left(h_{i, x}\right) \mu\left(h_{i, x}\right)^{\nu} \beta\left(e_{1} g_{\pi_{x}(i)}, e_{1} g_{\pi_{x}(i)}\right)=\beta\left(e_{\pi_{x}(i)}, e_{\pi_{x}(i)}\right)=\beta\left(e_{i}, e_{i}\right)
\end{aligned}
$$

for all $i \in\{1, \ldots, N\}$ and all $x \in G$, and hence $\Delta(G)$ is isometric.
Table 7.1 gives all linear characters of subgroups $H$ of $A_{5}$ and the composition factors of the induced modules. By the above Remark this is a classification of all transitive isometric monomial representations $\Delta$ of $A_{5}$. It follows immediately from Corollary 4.1.20 that in characteristic 2 as well as in Hermitian geometry, the group $\Delta\left(A_{5}\right)$ is contained in the automorphism group of a self-dual linear code in $\mathbb{F}^{N}$ if and only if all self-dual composition factors occur with even multiplicity in the $\Delta\left(A_{5}\right)$-module $V=\mathbb{F}^{N}$. In Euclidean geometry, if $\mathbb{F}$ has odd characteristic, it is in general not possible to decide only from the composition factors of $V$ whether there exists a self-dual code $C$ in $V$ with $\Delta\left(A_{5}\right) \subseteq \operatorname{Aut}(C)$. In this case we use the following algorithm to compute a maximally self-orthogonal $\Delta\left(A_{5}\right)$-invariant code, with $A=\mathbb{F} A_{5}$.

Remark 7.1.2. (cf. Lemma 4.1.8, Theorem 4.1.9) For a finite $\mathbb{F}$-algebra $A$ with involution $J$, the following algorithm computes a maximally self-orthogonal submodule of an equivariant $A$-module ( $V, \beta$ ).

1. Compute the set $\mathcal{S}$ of all minimal submodules of $V$.
2. If there exists some element $S \in \mathcal{S}$ with $S \subseteq S^{\perp, \beta}$ then go to (1) with $\left(S^{\perp} / S, \beta_{S}\right)$, where

$$
\beta_{S}: S^{\perp} / S \times S^{\perp} / S \rightarrow \mathbb{F}, \quad\left(s^{\prime}+S, s^{\prime \prime}+S\right) \mapsto \beta\left(s^{\prime}, s^{\prime \prime}\right)
$$

Otherwise return $V$.
Note that the quotient $\left(C^{\perp} / C, \beta_{C}\right)$ is anisotropic and hence semisimple, and independent from the choice of $C$, up to isometry. Clearly $V$ contains a self-dual code if and only if this quotient is zero. Tables $7.2,7.3,7.4,7.5,7.6$ lists the quotients $C^{\perp} / C$ for the transitive monomial $\mathbb{F} A_{5}$-modules, using the notation from Section 7.1.1. This yields the following enumeration of all transitive monomial representations $\Delta$ of $A_{5}$ such that $\Delta\left(A_{5}\right)$ is contained in the automorphism group of a self-dual code.

Theorem 7.1.3. Let $\Delta: A_{5} \rightarrow \mathbb{F}_{p^{f}}^{N}$ be a transitive isometric monomial representation. Let $H:=\operatorname{Stab}_{\Delta(G)}\left(\mathbb{F}_{p_{f}}^{*} e_{1}\right)$, and define a linear character $\mu: H \rightarrow \mathbb{F}^{*}, h \mapsto \mu(h)$, where $e_{1} h=e_{1} \mu(h)$. There exists a self-dual code $C$ in $\mathbb{F}^{N}$ with $\Delta\left(A_{5}\right) \subseteq \operatorname{Aut}(C)$ if and only if one of the following holds.

1. $H=\{1\}$ and $p=2$,
2. $H \cong C_{2}, \mu$ is the trivial character and $p=2$,
3. $H \cong C_{2}, \mu$ is the sign character, and $p=3$ and $f$ is even, or $p=5$,
4. $H \cong C_{3}, \mu$ is trivial and $p=2$ in Euclidean geometry, or $p=5$ in Hermitian geometry,
5. $H \cong C_{5}, \mu$ is trivial and $p=2$,
6. $H \cong S_{3}, \mu$ is trivial and $p=3$ in Hermitian geometry,
7. $H \cong D_{10}, \mu$ is trivial and $p=2$ and $f \equiv_{4} 2$ in Hermitian geometry,
8. $H \cong D_{10}, \mu$ is the sign character and $p=5$, or the geometry is Hermitian and $p=3$ and $f \equiv_{4} 2$.
Table 7.1: Composition factors of transitive monomial $A_{5}$-modules

| Subgroup | Linear character | Induced character | Composition factors over |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathbb{F}_{2^{f}}, f$ even | $\mathbb{F}_{2 f}, f$ odd | $\mathbb{F}_{3 f}, f$ even | $\mathbb{F}_{3 f}$, fodd | $\mathbb{F}_{5 f}$ |
|  |  |  | $\left(1, T_{1}, T_{2}, S\right)$ | $(1, T, S)$ | $\left(1, V_{1}, V_{2}, U\right)$ | $(1, V, U)$ | $(\mathbf{1}, X, Y)$ |
| 1 | (1) | (60, 0, 0, 0, 0) | $(12,8,8,4)$ | $(12,8,4)$ | $(6,3,3,9)$ | $(6,3,9)$ | $(5,10,5)$ |
| $C_{2}$ | $\begin{gathered} (1,1) \\ (1,-1) \end{gathered}$ | $\begin{gathered} (30,2,0,0,0) \\ (30,-2,0,0,0) \end{gathered}$ | $(6,4,4,2)$ | $(6,4,2)$ | $\begin{aligned} & (4,1,1,5) \\ & (2,2,2,4) \end{aligned}$ | $\begin{aligned} & (4,1,5) \\ & (2,2,4) \end{aligned}$ | $\begin{aligned} & (3,4,3) \\ & (2,6,2) \end{aligned}$ |
| $C_{3}$ | $\begin{gathered} (1,1,1) \\ \left(1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\begin{gathered} (20,0,2,0,0) \\ (20,0,-1,0,0) \\ (20,0,-1,0,0) \end{gathered}$ | $\begin{aligned} & (4,2,2,2) \\ & (4,3,3,1) \\ & (4,3,3,1) \end{aligned}$ | $(4,2,2)$ | $(2,1,1,3)$ | $(2,1,3)$ | $\begin{aligned} & (3,4,1) \\ & (1,3,2) \\ & (1,3,2) \end{aligned}$ |
| $C_{5}$ | $\begin{gathered} (1,1,1,1,1) \\ \left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right) \\ \left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right) \\ \left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right) \\ \left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right) \end{gathered}$ | $(12,0,0,2,2)$ $\left(12,0,0, \zeta_{5}+\zeta_{5}^{4}, \zeta_{5}^{2}+\zeta_{5}^{3}\right)$ $\left(12,0,0, \zeta_{5}+\zeta_{5}^{4}, \zeta_{5}^{2}+\zeta_{5}^{3}\right)$ $\left(12,0,0, \zeta_{5}^{2}+\zeta_{5}^{3}, \zeta_{5}+\zeta_{5}^{4}\right)$ $\left(12,0,0, \zeta_{5}+\zeta_{5}^{4}, \zeta_{5}^{2}+\zeta_{5}^{3}\right)$ | $\begin{aligned} & (4,2,2,0) \\ & (2,2,1,1) \\ & (2,1,2,1) \\ & (2,1,2,1) \\ & (2,2,1,1) \end{aligned}$ | $(4,2,0)$ | $\begin{aligned} & (2,1,1,1) \\ & (1,0,1,2) \\ & (1,1,0,2) \\ & (1,1,0,2) \\ & (1,0,1,2) \end{aligned}$ | $(2,1,1)$ | $\begin{gathered} (1,2,1) \\ - \\ - \\ - \end{gathered}$ |
| $C_{2} \times C_{2}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,-1) \\ (1,1,-1,-1) \\ (1,-1,-1,1) \end{gathered}$ | $\begin{gathered} (15,3,0,0,0) \\ (15,-1,0,0,0) \\ (15,-1,0,0,0) \\ (15,-1,0,0,0) \end{gathered}$ | $(3,2,2,1)$ | $(3,2,1)$ | $\begin{aligned} & (3,0,0,3) \\ & (1,1,1,2) \\ & (1,1,1,2) \\ & (1,1,1,2) \end{aligned}$ | $\begin{aligned} & (3,0,3) \\ & (1,1,2) \\ & (1,1,2) \\ & (1,1,2) \end{aligned}$ | $\begin{aligned} & (2,1,2) \\ & (1,3,1) \\ & (1,3,1) \\ & (1,3,1) \end{aligned}$ |
| $S_{3}$ | $\begin{gathered} (1,1,1) \\ (1,-1,1) \end{gathered}$ | $\begin{gathered} (10,2,1,0,0) \\ (10,-2,1,0,0) \end{gathered}$ | $(2,1,1,1)$ | $(2,1,1)$ | $\begin{aligned} & (2,0,0,2) \\ & (0,1,1,1) \end{aligned}$ | $\begin{aligned} & (2,0,2) \\ & (0,1,1) \end{aligned}$ | $\begin{aligned} & (2,1,1) \\ & (1,3,0) \end{aligned}$ |
| $D_{10}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,1) \end{gathered}$ | $\begin{gathered} (6,2,0,1,1) \\ (6,-2,0,1,1) \end{gathered}$ | $(2,1,1,0)$ | $(2,1,0)$ | $\begin{aligned} & (2,0,0,1) \\ & (0,1,1,0) \end{aligned}$ | $\begin{aligned} & (2,0,1) \\ & (0,1,0) \end{aligned}$ | $\begin{aligned} & (1,0,1) \\ & (0,2,0) \end{aligned}$ |
| $A_{4}$ | $\begin{gathered} (1,1,1,1) \\ \left(1,1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1,1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\begin{gathered} (5,1,2,0,0) \\ (5,1,-1,0,0) \\ (5,1,-1,0,0) \end{gathered}$ | $\begin{aligned} & (1,0,0,1) \\ & (1,1,1,0) \\ & (1,1,1,0) \end{aligned}$ | $(1,0,1)$ | $\begin{gathered} (1,0,0,1) \\ - \end{gathered}$ | $(1,0,1)$ | $\begin{aligned} & (2,1,0) \\ & (0,0,1) \\ & (0,0,1) \end{aligned}$ |

Table 7.2: Witt Type of transitive monomial $A_{5}$-modules, Euclidean geometry, characteristic 2

| Subgroup | Linear character | Witt Type of induced module, Euclidean geometry |  |
| :---: | :---: | :---: | :---: |
|  |  | $\mathbb{F}_{2}{ }^{\text {f }}$, $f$ even | $\mathbb{F}_{2^{f},} f$ odd |
| 1 | (1) | 0 | 0 |
| $C_{2}$ | $(1,1)$ | 0 | 0 |
|  | $(1,-1)$ | - | - |
| $C_{3}$ | $(1,1,1)$ | 0 | 0 |
|  | $\left(1, \zeta_{3}, \zeta_{3}^{2}\right)$ | $\begin{array}{cc} {\left[\perp_{M \in\left\{T_{1}, T_{2}, S\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[S, \beta_{S}\right],} & f \equiv_{4} 2 \end{array}$ | - |
|  | $\left(1, \zeta_{3}^{2}, \zeta_{3}\right)$ | $\begin{array}{cc} {\left[\perp_{M \in\left\{T_{1}, T_{2}, S\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[S, \beta_{S}\right],} & f \equiv_{4} 2 \\ \hline \end{array}$ | - |
| $C_{5}$ | (1, 1, 1, 1, 1) | 0 | 0 |
|  | $\left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right)$ | $\left[\perp_{M \in\left\{T_{2}, S\right\}}\left(M, \beta_{M}\right)\right]$ | - |
|  | $\left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right)$ | $\left[\perp_{M \in\left\{T_{1}, S\right\}}\left(M, \beta_{M}\right)\right]$ | - |
|  | $\left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right)$ | $\left[\perp_{M \in\left\{T_{1}, S\right\}}\left(M, \beta_{M}\right)\right]$ | - |
|  | $\left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right)$ | $\left[\perp_{M \in\left\{T_{2}, S\right\}}\left(M, \beta_{M}\right)\right]$ | - |
| $C_{2} \times C_{2}$ | (1, 1, 1, 1) | $\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]$ |
|  | (1, -1, 1, -1) | - | - |
|  | (1, 1, -1, -1) | - | - |
|  | $(1,-1,-1,1)$ | - | - |
| $S_{3}$ | $(1,1,1)$ | $\left[\perp_{M \in\left\{T_{1}, T_{2}, S\right\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{T, S\}}\left(M, \beta_{M}\right)\right]$ |
|  | $(1,-1,1)$ | $\underline{-}$ | - |
| $D_{10}$ | (1, 1, 1, 1) | $\left[\perp_{i \in\{1,2\}}\left(T_{i}, \beta_{T_{i}}\right)\right]$ | $\left[\left(T, \beta_{T}\right)\right.$ ] |
|  | (1, -1, 1, 1) |  | - |
| $A_{4}$ | (1, 1, 1, 1) | $\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]$ |
|  | $\left(1,1, \zeta_{3}, \zeta_{3}^{2}\right)$ | $\left[\perp_{M \in\left\{1, T_{1}, T_{2}\right\}}\left(M, \beta_{M}\right)\right]$ | - |
|  | $\left(1,1, \zeta_{3}^{2}, \zeta_{3}\right)$ | $\left[\perp_{M \in\left\{1, T_{1}, T_{2}\right\}}\left(M, \beta_{M}\right)\right]$ | - |

Table 7.3: Witt Type of transitive monomial $A_{5}$-modules, Euclidean geometry, characteristic 3

| Subgroup | Linear character | Witt Type of induced module, Euclidean geometry |  |
| :---: | :---: | :---: | :---: |
|  |  | $\mathbb{F}_{3 f}, f$ even | $\mathbb{F}_{3 f}, f$ odd |
| 1 | (1) | $\left[\perp_{M \in\left\{U, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{U, V\}}\left(M, \beta_{M}\right) \perp_{i=1}^{2}\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]$ |
| $C_{2}$ | $(1,1)$ | $\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{V, U\}}\left(M, \beta_{M}\right)\right]$ |
| $C_{3}$ |  | $\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{V, U\}}\left(M, \beta_{M}\right)\right] \perp_{i \in\{1,2\}}\left(\mathbf{1}, \beta_{\mathbf{1}}\right)$ |
| $C_{5}$ | $(1,1,1,1,1)$ $\left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right)$ $\left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right)$ $\left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right)$ $\left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right)$ | $\begin{gathered} {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{1}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{1}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ | $\begin{gathered} {\left[\perp_{M \in\{V, U\}}\right.} \\ - \\ - \\ - \end{gathered}$ |
| $C_{2} \times C_{2}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,-1) \\ (1,1,-1,-1) \\ (1,-1,-1,1) \end{gathered}$ | $\begin{gathered} {\left[\perp_{M \in\{1, U\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ | $\begin{aligned} & {\left[\perp_{M \in\{\mathbf{1 , U \}}}\left(M, \beta_{M}\right)\right]} \\ & {\left[\perp_{M \in\{\mathbf{1}, V\}}\left(M, \beta_{M}\right)\right]} \\ & {\left[\perp_{M \in\{\mathbf{1}, V\}}\left(M, \beta_{M}\right)\right]} \\ & {\left[\perp_{M \in\{\mathbf{1}, V\}}\left(M, \beta_{M}\right)\right]} \end{aligned}$ |
| $S_{3}$ | $\begin{gathered} (1,1,1) \\ (1,-1,1) \end{gathered}$ | $\begin{gathered} 0 \\ {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ | $\begin{gathered} {\left[\perp_{i \in\{1,2\}}\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]} \\ {\left[\perp_{M \in\{V, U\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ |
| $D_{10}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,1) \\ \hline \end{gathered}$ | $\begin{gathered} {\left[\left(U, \beta_{U}\right)\right]} \\ {\left[\perp_{i \in\{1,2\}}\left(V_{i}, \beta_{V_{i}}\right)\right]} \end{gathered}$ | $\begin{gathered} {\left[\left(U, \beta_{U}\right)\right]} \\ {\left[\left(V, \beta_{V}\right)\right]} \end{gathered}$ |
| $A_{4}$ | $\begin{gathered} (1,1,1,1) \\ \left(1,1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1,1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\left[\perp_{M \in\{1, U\}}\left(M, \beta_{M}\right)\right]$ | $\left[\perp_{M \in\{1, U\}}\left(M, \beta_{M}\right)\right]$ |

Table 7.4: Witt Type of transitive monomial $A_{5}$-modules, Euclidean geometry, characteristic 5

| Subgroup | Linear character | Witt Type of induced module, Euclidean geometry over $\mathbb{F}_{5 f}$ |
| :---: | :---: | :---: |
| 1 | (1) | $\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right]$ |
| $C_{2}$ | $\begin{gathered} (1,1) \\ (1,-1) \end{gathered}$ | $\left.{ }_{0}^{\left[\perp_{M \in\{1, Y\}}\right.}\left(M, \beta_{M}\right)\right]$ |
| $C_{3}$ | $\begin{gathered} (1,1,1) \\ \left(1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1, \zeta_{3}^{2}, \zeta_{3}\right) \\ \hline \end{gathered}$ | $\begin{array}{cc} {\left[\perp_{M \in\{\mathbf{1}, Y\}}\left(M, \beta_{M}\right) \perp_{\sigma \in\{1, \epsilon\}}\left(X, \sigma \beta_{X}\right)\right],} & f \equiv_{2} 1 \\ {\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{2} 0 \\ {\left[\perp_{M \in\{\mathbf{1}, X\}}\left(M, \beta_{M}\right)\right]} & \\ {\left[\perp_{M \in\{\mathbf{1}, X\}}\left(M, \beta_{M}\right)\right]} & \end{array}$ |
| $C_{5}$ | $(1,1,1,1,1)$ $\left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right)$ $\left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right)$ $\left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right)$ $\left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right)$ | $\begin{gathered} {\left[\perp_{M \in\{1, Y\}}\right.} \\ - \\ - \\ - \end{gathered}$ |
| $C_{2} \times C_{2}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,-1) \\ (1,1,-1,-1) \\ (1,-1,-1,1) \end{gathered}$ | $\begin{array}{cr} {\left[\left(X, \beta_{X}\right) \perp_{\sigma \in\{1, \epsilon\}}\left(Y, \sigma \beta_{Y}\right),\right.} & f \equiv_{2} 1 \\ {\left[\left(X, \beta_{X}\right)\right],} & f \equiv_{2} 0 \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \end{array}$ |
| $S_{3}$ | $\begin{gathered} (1,1,1) \\ (1,-1,1) \end{gathered}$ | $\begin{aligned} & {\left[\perp_{M \in\{X, Y\}}\left(M, \beta_{M}\right)\right]} \\ & {\left[\perp_{M \in\{\mathbf{1}, X\}}\left(M, \beta_{M}\right)\right]} \end{aligned}$ |
| $D_{10}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,1) \end{gathered}$ | $\left[\perp_{M \in \mathbf{1}, Y\}}\left(M, \beta_{M}\right)\right]$ |
| $A_{4}$ | $\begin{gathered} (1,1,1,1) \\ \left(1,1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1,1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\begin{gathered} {\left[\left(X, \beta_{X}\right)\right]} \\ {\left[\left(Y, \beta_{Y}\right)\right]} \\ {\left[\left(Y, \beta_{Y}\right)\right]} \end{gathered}$ |

Table 7.5: Witt Type of transitive monomial $A_{5}$-modules, Hermitian geometry, characteristic 2

| Subgroup | Linear character | Witt Type of induced module, Hermitian geometry over $\mathbb{F}_{2^{f}}, f$ even |
| :---: | :---: | :---: |
| 1 | (1) | 0 |
| $C_{2}$ | $\begin{gathered} (1,1) \\ (1,-1) \end{gathered}$ | $0$ |
| $C_{3}$ | $\begin{gathered} (1,1,1) \\ \left(1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\begin{gathered} 0 \\ {\left[\left(S, \beta_{S}\right)\right]} \\ {\left[\left(S, \beta_{S}\right)\right]} \end{gathered}$ |
| $C_{5}$ | $\begin{gathered} (1,1,1,1,1) \\ \left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right) \\ \left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right) \\ \left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right) \\ \left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right) \end{gathered}$ | 0 $\left[\perp_{M \in\left\{T_{2}, S\right\}}\left(M, \beta_{M}\right)\right]$ $\left[\perp_{M \in\left\{T_{1}, S\right\}}\left(M, \beta_{M}\right)\right]$ $\left[\perp_{M \in\left\{T_{1}, S\right\}}\left(M, \beta_{M}\right)\right]$ $\left[\perp_{M \in\left\{T_{2}, S\right\}}\left(M, \beta_{M}\right)\right]$ |
| $C_{2} \times C_{2}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,-1) \\ (1,1,-1,-1) \\ (1,-1,-1,1) \end{gathered}$ | $\begin{gathered} {\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]} \\ - \\ - \end{gathered}$ |
| $S_{3}$ | $\begin{gathered} (1,1,1) \\ (1,-1,1) \end{gathered}$ | $\begin{array}{cc} {\left[\perp_{M \in\left\{T_{1}, T_{2}, S\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[\left(S, \beta_{S}\right)\right],} & f \equiv_{4} 2 \\ - & \\ \hline \end{array}$ |
| $D_{10}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,1) \end{gathered}$ | $\begin{array}{cc} {\left[\perp_{M \in\left\{T_{1}, T_{2}\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ 0, & f \equiv_{4} 2 \end{array}$ |
| $A_{4}$ | $\begin{gathered} (1,1,1,1) \\ \left(1,1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1,1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\left[\perp_{M \in\{1, S\}}\left(M, \beta_{M}\right)\right]$  <br> $\left[\left(\mathbf{1}, \beta_{1}\right)\right]$, $f \equiv_{4} 2$ <br> $\left[\perp_{M \in\left\{1, T_{1}, T_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ <br> $\left[\left(\mathbf{1}, \beta_{1}\right)\right]$, $f \equiv_{4} 2$ <br> $\left[\perp_{M \in\left\{1, T_{1}, T_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ |

Table 7.6: Witt Type of transitive monomial $A_{5}$-modules, Hermitian geometry, characteristic 3 and 5

| Subgroup | Linear character | Witt Type of induced module, Hermitian geometry |  |
| :---: | :---: | :---: | :---: |
|  |  | $\mathbb{F}_{3}{ }^{2}$ | $\mathbb{F}_{5^{2}}$ |
| 1 | (1) | $\begin{array}{cc} {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[\left(U, \beta_{U}\right)\right],} & f \equiv_{4} 2 \end{array}$ | $\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right]$ |
| $C_{2}$ | $\begin{gathered} (1,1) \\ (1,-1) \end{gathered}$ | $\begin{array}{cc} {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[\left(U, \beta_{U}\right)\right],} & f \equiv_{4} 2 \\ 0 & \end{array}$ | $\begin{gathered} {\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right]} \\ 0 \end{gathered}$ |
| $C_{3}$ |  | $\begin{array}{cc} {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[\left(U, \beta_{U}\right)\right],} & f \equiv_{4} 2 \end{array}$ | $\begin{gathered} {\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ |
| $C_{5}$ | $\begin{gathered} (1,1,1,1,1) \\ \left(1, \zeta_{5}, \zeta_{5}^{2}, \zeta_{5}^{3}, \zeta_{5}^{4}\right) \\ \left(1, \zeta_{5}^{2}, \zeta_{5}^{4}, \zeta_{5}, \zeta_{5}^{3}\right) \\ \left(1, \zeta_{5}^{3}, \zeta_{5}, \zeta_{5}^{4}, \zeta_{5}^{2}\right) \\ \left(1, \zeta_{5}^{4}, \zeta_{5}^{3}, \zeta_{5}^{2}, \zeta_{5}\right) \end{gathered}$ | $\begin{gathered} {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right], \quad f \equiv_{4} 0} \\ {\left[\left(U, \beta_{U}\right)\right],} \\ {\left[\perp_{M \in\left\{\mathbf{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M} 2\right.} \\ {\left[\perp_{M \in\left\{\mathbf{1}, V_{1}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{\left.M \in \mathbf{1}, V_{1}\right\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\left\{\mathbf{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ | $\begin{aligned} {\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right.} & \left.\perp\left(Y, \beta_{Y}\right)\right] \\ & - \\ & - \end{aligned}$ |
| $C_{2} \times C_{2}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,-1) \\ (1,1,-1,-1) \\ (1,-1,-1,1) \end{gathered}$ | $\left[\perp_{M \in\{1, U\}}\left(M, \beta_{M}\right)\right]$  <br> $\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ <br> $\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]$, $f \equiv_{4} 2$ <br> $\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ <br> $\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]$, $f \equiv_{4} 2$ <br> $\left[\perp_{M \in\left\{1, V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ <br> $\left[\left(\mathbf{1}, \beta_{\mathbf{1}}\right)\right]$, $f \equiv_{4} 2$ | $\begin{gathered} {\left[\left(X, \beta_{X}\right)\right]} \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \\ {\left[\perp_{M \in\{1, X, Y\}}\left(M, \beta_{M}\right)\right]} \end{gathered}$ |
| $S_{3}$ | $\begin{gathered} (1,1,1) \\ (1,-1,1) \end{gathered}$ | $\begin{array}{cc} 0 & \\ {\left[\perp_{M \in\left\{V_{1}, V_{2}, U\right\}}\left(M, \beta_{M}\right)\right],} & f \equiv_{4} 0 \\ {\left[\left(U, \beta_{U}\right)\right],} & f \equiv_{4} 2 \end{array}$ | $\begin{aligned} & {\left[\perp_{M \in\{X, Y\}}\left(M, \beta_{M}\right)\right]} \\ & {\left[\perp_{M \in\{1, X\}}\left(M, \beta_{M}\right)\right]} \end{aligned}$ |
| $D_{10}$ | $\begin{gathered} (1,1,1,1) \\ (1,-1,1,1) \end{gathered}$ | $\left[\left(U, \beta_{U}\right)\right]$  <br> 0, $f \equiv_{4} 2$ <br> $\left[\perp_{M \in\left\{V_{1}, V_{2}\right\}}\left(M, \beta_{M}\right)\right]$, $f \equiv_{4} 0$ | $\begin{gathered} {\left[\perp_{M \in\{1, Y\}}\left(M, \beta_{M}\right)\right]} \\ 0 \end{gathered}$ |
| $A_{4}$ | $\begin{gathered} (1,1,1,1) \\ \left(1,1, \zeta_{3}, \zeta_{3}^{2}\right) \\ \left(1,1, \zeta_{3}^{2}, \zeta_{3}\right) \end{gathered}$ | $\left[\perp_{M \in\{1, U\}}\left(M, \beta_{M}\right)\right]$ | $\begin{aligned} & {\left[\left(X, \beta_{X}\right)\right]} \\ & {\left[\left(Y, \beta_{Y}\right)\right]} \\ & {\left[\left(Y, \beta_{Y}\right)\right]} \end{aligned}$ |

## 7.2 $G$-invariant binary codes for some simple groups G

For a simple group $G \in\left\{A_{5}, \mathrm{GL}_{3}\left(\mathbb{F}_{2}\right), \mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right), \mathrm{PGL}_{2}\left(\mathbb{F}_{8}\right), \mathrm{PSL}_{2}\left(\mathbb{F}_{11}\right), M_{11}, M_{12}\right\}$, this section classifies all maximally isotropic $\Delta(G)$-invariant binary codes of length $N \leq 200$, where $\Delta: G \rightarrow S_{N}$ is a group homomorphism whose image
$\Delta(G)$ is transitive. Note that then $\Delta$ is injective, for every simple group $G$ and every $N>1$, due to the simplicity of $G$. Hence the $\Delta(G)$-invariant codes considered in this section will sometimes shortly be called $G$-invariant codes.

Section 7.2.1 cites a construction in [5] of a self-orthogonal $G$-invariant code $D(\Delta, G)$ such that $C \subset D(\Delta, G)^{\perp}$ whenever $C$ is a self-orthogonal $G$-invariant code. In some cases $\operatorname{dim}_{\mathbb{F}_{2}}\left(D(\Delta, G)^{\perp} / C\right)$, which does not depend on the chosen maximally self-orthogonal code $C$, turns out to be quite small, and hence there exist few maximally self-orthogonal $G$-invariant binary codes.

Section 7.2.2 describes how information on $D(\Delta, G)^{\perp}$ can be read off a priori from the table of marks of $G$. In Section 7.2.3, the number of $\Delta(G)$-invariant codes is given, along with some further information, for instance on the code $D(G, \Delta)$ and the normalizer $\mathfrak{N}=N_{S_{N}}(\Delta(G))$, which acts on the set of all $\Delta(G)$-invariant maximally self-orthogonal codes.

### 7.2.1 A $G$-invariant code generated by involutions

Let $G$ be a transitive permutation group of degree $N$. An interesting construction of a $G$-invariant self-orthogonal code in $\mathbb{F}_{2}^{N}$ is given in [5], as follows (see also Section 2.2.5). For an involution $\iota \in G$ let $v^{\iota} \in \mathbb{F}_{2}^{N}$ be the vector with $v_{i}^{\iota}=1$ if $\iota(i)=1$, and $v_{i}^{\iota}=0$ otherwise. Then $(v, \iota(v))=\left(v, v^{\iota}\right)$ for all $v \in F_{2}^{N}$. This yields the following easy but important remark.

Remark 7.2.1. Let $C(G, N):=\left\langle v^{\iota}\right| \iota \in G$ is an involution $\rangle$. Then $C(G, N) \subseteq C^{\perp}$ for every self-orthogonal $G$-invariant code in $\mathbb{F}_{2}^{N}$. In particular $C(G, N)$ is contained in every self-dual $G$-invariant code in $\mathbb{F}_{2}^{N}$, provided that such a code exists. The code $C(G, N)$ is $G$-invariant, since $v^{\iota} g=v^{g \iota g^{-1}} \in C(G, N)$ for every involution $\iota$ and all $g \in G$.

Example 7.2.2. Let $\Delta: \mathrm{GL}_{3}\left(\mathbb{F}_{2}\right) \rightarrow S_{14}$ be the transitive permutation representation with $H:=\operatorname{Stab}_{\Delta(G)}(\{1\}) \cong C_{7} \in \operatorname{Syl}_{7}\left(\Delta\left(\mathrm{GL}_{3}\left(\mathbb{F}_{2}\right)\right)\right)$. Let $G:=\operatorname{Im}(\Delta) \cong \mathrm{GL}_{3}\left(\mathbb{F}_{2}\right)$. Since $\left[N_{G}(H): H\right]=2$, there exists a self-dual $G$-invariant code $D \leq \mathbb{F}_{2}^{14}$, namely some repetition code of minimum weight 2 (cf. Theorem 4.1.30). Hence every self-dual $G$-invariant code contains $C:=C(G, 14)$. In particular $C$ is self-orthogonal.

To construct $C$, note that all involutions are conjugate in $G$ and hence as a $G$-module, $C$ is generated by $v^{\iota}$, where $\iota \in G$ is an arbitrary involution. Every involution in $G$ has two fixed points, hence $\operatorname{wt}\left(v^{t}\right)=2$. Assume that $v_{1}^{L}=1$, and for every $i \in\{1, \ldots, 14\}$ choose an element $g_{i} \in G$ with $g_{i}(1)=i$. The elements $v^{\iota} g_{i}=v^{g_{i} l g_{i}^{-1}} \in C$ all have weight 2 and hence two different elements $v^{l} g_{i}, v^{l} g_{j}$ have disjoint support. Since always $\left(v^{\iota} g_{i}\right)_{i}=1$, this implies

$$
\left\{v^{\iota} g_{i} \mid i \in\{1, \ldots, 14\}\right\}=C=D
$$

Hence by Remark 7.2.1, the code $C=D$ is the only self-dual $G$-invariant code in $\mathbb{F}_{2}^{14}$.
Examples like the following are also in [5].

Example 7.2.3. Let $\Delta$ be the permutation representation of degree 104 of the simple group $\mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right) \cong \mathrm{GL}_{3}\left(\mathbb{F}_{3}\right) / Z\left(\mathrm{GL}_{3}\left(\mathbb{F}_{3}\right)\right)$, with $H:=\operatorname{Stab}_{\Delta\left(\mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right)\right)} \cong S \rtimes C_{2}$, where $S \in \operatorname{Syl}_{3}\left(\mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right)\right)$. Let $G:=\Delta\left(\mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right)\right)$, then $G$ is contained in the alternating group $A_{104}$. Again, since $\left[N_{G}(H): H\right]=2$, there exists some $G$-invariant self-dual repetition code $D \leq \mathbb{F}_{2}^{104}$, of minimum weight 2 . Every involution in $G$ has 8 fixed points and hence $C:=C(G, 104)$ is a self-orthogonal doubly-even code. Explicit calculations show that $C$ is the doubly-even subcode of $D$, hence has codimension 1 in $D$. The two neighbors $E, F$ of $D$ which intersect $D$ in its doubly-even subcode are doubly-even, since 104 is a multiple of 8 . Since $G \leq A_{104}$, the codes $E$ and $F$ are $G$-invariant, by Theorem 3.2.7. According to Remark 7.2.1, $C, D$ and $E$ are the only self-dual $G$-invariant codes in $\mathbb{F}_{2}^{104}$.

### 7.2.2 Information from tables of marks

The table of marks of a finite group $G$ contains information on the transitive permutation representations $\Delta$ of $G$. This section shows how this information can be used to determine a priori some properties of self-dual $\Delta(G)$-invariant codes.

Remark 7.2.4. For a subgroup $H$ of $G$, let $\Delta_{H}: G \rightarrow S_{[G: H]}, g \mapsto(H x \mapsto H x g)$ be the natural permutation representation. Every transitive permutation representation is of the form $\Delta_{H}$ for some subgroup $H$ (cf. Remark 7.1.1).

By $\mathfrak{C}_{H}(G)$ denote the set of all self-dual $\Delta_{H}(G)$-invariant codes in $\mathbb{F}_{2}^{[G: H]}$. For every automorphism $\alpha$ of $G$, there exists a bijection $\mathfrak{C}_{H}(G) \rightarrow \mathfrak{C}_{\alpha(H)}(G)$ which maps every code to a permutation equivalent code.

Definition 7.2.5. For two subgroups $H, U$ of $G$ let $m_{H, U}$ be the number of fixed points of $\Delta_{H}(U)$. This number is called the mark of $U$ with respect to $H$. Clearly if $T=$ $\left\{t_{1}, \ldots, t_{N}\right\}$ is a set of left coset representatives of $H$ in $G$ then

$$
m_{H, U}=\left|\left\{i \in\{1, \ldots, N\} \mid U \subseteq t_{i} H t_{i}^{-1}\right\}\right|=\frac{\left|\left\{g \in G \mid U \subseteq g H g^{-1}\right\}\right|}{|H|}
$$

In particular $m_{H, U}=0$ whenever $|H|<|U|$, and $m_{H, H}=\left[N_{G}(H): H\right]$. Let $H_{1}, \ldots, H_{t}$ be representatives for the conjugacy classes of subgroups of $G$, such that $\left|H_{1}\right| \leq \ldots \leq$ $\left|H_{t}\right|$. Then the lower diagonal matrix $M$ with $M_{i j}=m_{H_{i}, H_{j}}$ is called the table of marks of $G$.

Remark 7.2.6. Let $\iota \in G$ be an involution and let $H$ be a subgroup of $G$, of index $N$. The number of fixed points of $\Delta_{H}(\iota)$ equals the mark $m_{H,\langle\iota\rangle}$. Hence the mimimum weight of the binary code $C\left(\Delta_{H}(G), N\right)$ generated by the involutions of $G$ (cf. Remark 7.2.1) is at most $m_{H,\langle\psi\rangle}$. In particular every $\Delta_{H}(G)$-invariant self-dual code in $\mathbb{F}_{2}^{N}$ has minimum weight at most $m_{H,\langle\iota\rangle}$. $A \Delta_{H}(G)$-invariant self-dual code in $\mathbb{F}_{2}^{N}$ exists for instance if $m_{H, H}$ is even (cf. Theorem 4.1.30). Note that $m_{H,\langle\iota\rangle}$, as every mark $m_{H, U}$, is always a multiple of $m_{H, H}=\left[N_{G}(H): H\right]$.

### 7.2.3 The $G$-invariant codes

Let $G \in\left\{A_{5}, \mathrm{GL}_{3}\left(\mathbb{F}_{2}\right), \mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right), \mathrm{PGL}_{2}\left(\mathbb{F}_{8}\right), \mathrm{PSL}_{2}\left(\mathbb{F}_{11}\right), M_{11}, M_{12}\right\}$ and let $\Delta$ be a transitive permutation representation of $G$ of degree $N \leq 200$. Tables 7.7 to 7.13 list the number of maximally self-orthogonal $G$-invariant codes in $\mathbb{F}_{2}^{N}$, along with some further information described below.

The set $\mathfrak{C}$ of all maximally self-orthogonal $G$-invariant codes has been determined as follows. The algorithm in Remark 7.1.2 has been implemented to find one such code. A system of representatives for the normalizer equivalence classes of codes has then be computed using the neighbor search algorithm in Remark 2.3.10. Recall that two codes $C, D$ are called normalizer equivalent if there exists some element $\eta \in \mathfrak{N}=N_{S_{N}}(\Delta(G))$ with $C \eta=D$ (cf. Remark 2.3.11). The total number of $G$-invariant codes is then

$$
|\mathfrak{C}|=\sum_{[C] \in \mathfrak{C} / \sim \sim_{\mathfrak{N}}} \frac{|[C]|}{|\mathfrak{N} \cap \operatorname{Aut}(C)|},
$$

where $[C]$ denotes the equivalence class of an element $C \in \mathfrak{C}$. The entries in Tables 7.7 to 7.13 are as follows.

1. $\operatorname{Stab}_{\Delta(G)}(1)$ : The subgroup $H$ of $G$ such that the action of $G$ on the $H$-cosets induces the permutation representation $\Delta$. If required, additional information is given to distinguish $H$ from other subgroups, up to automorphisms of $G$ (cf. Remark 7.2.4).
2. $\mathfrak{N}$ : The isomorphism type of $\mathfrak{N}$, which is $N_{G}(H) / H \rtimes \operatorname{Aut}_{H}(G)$ (cf. Section 2.3.1).
3. $D(G, \Delta)$ : The length, dimension and minimum weight of the code $C(\Delta(G),[G: H]) \cap C(\Delta(G),[G: H])^{\perp}$, which is self-orthogonal and contained in the orthogonal of every code in $\mathfrak{C}$ (cf. Section 7.2.1). If the minimum weight is a multiple of 4 , an upper index ${ }^{+}$or ${ }^{-}$indicates that the code is doubly-even, or singly-even, respectively.
4. $C$ : The length and dimension of a maximally self-orthogonal $\Delta(G)$ invariant code.
5. $d$ : The minimum weights of the maximally self-orthogonal $G$-invariant codes.
6. $|\mathfrak{C} / \sim \mathfrak{N}|$ : The number of normalizer equivalence classes of elements of $\mathfrak{C}$.
7. $|\mathfrak{C}|$ : The cardinality of $\mathfrak{C}$, as a sum of orbit lengths. The bold numbers indicate the number of orbits of a certain length.
8. $\mathcal{B}(\Delta(G))$ (for small lengths): The Bravais group for $\mathfrak{C}$. Note that whenever this group equals $\Delta\left(A_{5}\right)$, the normalizer $\mathfrak{N}$ is the largest subgroup of $S_{N}$ which acts on $\mathfrak{C}$ (cf. Theorem 6.3.3).
Table 7.7: $G=A_{5}$

| $\operatorname{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | C | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathfrak{C}\|$ | $\mathcal{B}(\Delta(G))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $G \rtimes \operatorname{Aut}(G)$ | [60, 0] | [60, 30] | $\begin{aligned} & \hline 2 \\ & 4^{-} \\ & 6 \\ & 8^{-} \\ & 10 \\ & 12^{-} \end{aligned}$ | 1 91 38 71 16 2 $\sum=219$ | $\begin{gathered} 15 \\ \mathbf{1} \cdot 120+\mathbf{1} \cdot 60+\mathbf{8 1} \cdot 30+\mathbf{8} \cdot 15=2730 \\ \mathbf{1 1} \cdot 60+\mathbf{2 7} \cdot 120=3900 \\ \mathbf{7 1} \cdot 120=8520 \\ \mathbf{1 6} \cdot 120=1920 \\ \mathbf{2} \cdot 120=240 \\ \sum=17325 \end{gathered}$ | $G$ |
| $C_{2}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [30, 15, 2] | [30, 15] | 2 | 1 | $1 \cdot 1=1$ | $C_{2} \backslash S_{15}$ |
| $C_{3}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [20, 0] | [20, 10] | $\begin{aligned} & 2 \\ & 4^{-} \end{aligned}$ | $\begin{gathered} 1 \\ 3 \\ \sum=4 \end{gathered}$ | $\begin{gathered} \mathbf{1} \cdot 1=1 \\ \mathbf{1} \cdot 4+\mathbf{2} \cdot 2 \\ \sum=9 \end{gathered}$ | $G$ |
| $C_{2} \times C_{2}$ | $C_{3} \rtimes \operatorname{Aut}(G)$ | [15, 0] | [15, 5] | 6 | 1 | $1 \cdot 3=3$ | $G$ |
| $C_{5}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [12, 0] | [12, 6] | $\begin{aligned} & \hline 2 \\ & 4^{-} \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{1} \cdot 1=1 \\ & \mathbf{1} \cdot 2=2 \end{aligned}$ | $\left(C_{2} \backslash S_{6}\right) \cap A_{12}$ |
| $S_{3}$ | Aut (G) | [ $10,1,10$ ] | $[10,1]$ | 10 | 1 | $1 \cdot 1=1$ | $S_{10}$ |
| $D_{10}$ | Aut (G) | [ $6,1,6$ ] | $[6,1]$ | 7 | 1 | $1 \cdot 1=1$ | $S_{6}$ |
| $A_{4}$ | Aut(G) | [ 5,0 ] | [5, 0] | 0 | 1 | $1 \cdot 1=1$ | $S_{5}$ |

Table 7.8: $G=\mathrm{GL}_{3}\left(\mathbb{F}_{2}\right)$

| $\mathrm{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | C | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathfrak{C}\|$ | $\mathcal{B}(\Delta(G))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{2}$ | $\left(C_{2} \times C_{2}\right) \rtimes \operatorname{Aut}(G)$ | $[84,21,4]^{+}$ | [84, 42] | $\begin{aligned} & 2 \\ & 4 \end{aligned}$ | $\begin{gathered} 2 \\ 112 \\ \sum=114 \end{gathered}$ | $\begin{gathered} \mathbf{1} \cdot 1+\mathbf{1} \cdot 2=3 \\ \mathbf{2} \cdot 1+\mathbf{1 1 0} \cdot 2=222 \\ \sum=225 \end{gathered}$ | $C_{2}^{42} \rtimes G$ |
| $C_{3}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [ 56,0$]$ | [56, 28] | $\begin{aligned} & 2 \\ & 4^{-} \\ & 4^{+} \\ & 6 \\ & 8^{-} \\ & 8^{+} \end{aligned}$ | 1 3 15 4 10 37 $\sum=70$ | $\begin{gathered} \mathbf{1} \cdot 1=1 \\ \mathbf{3} \cdot 2=6 \\ \mathbf{8} \cdot 2+\mathbf{7} \cdot 4=44 \\ \mathbf{4} \cdot 2=8 \\ \mathbf{2} \cdot 2+\mathbf{8} \cdot 4=36 \\ \mathbf{9} \cdot 2+\mathbf{2 8} \cdot 4=130 \\ \sum=225 \end{gathered}$ | $G$ |
| $C_{2} \times C_{2}$ | G | [42, 7, 6] | [42, 21] | $\begin{aligned} & 2 \\ & 4 \\ & 6 \end{aligned}$ | $\begin{gathered} 1 \\ 1 \\ 1 \\ \sum=3 \end{gathered}$ | $\begin{aligned} & \hline \mathbf{1} \cdot 3=3 \\ & \mathbf{1} \cdot 3=3 \\ & \mathbf{1} \cdot 6=6 \\ & \sum=12 \end{aligned}$ | G |
| $C_{4}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [42, 21, 2] | [42,21] | 2 |  | 1.1 $=1$ | $C_{2} \backslash S_{21}$ |
| $S_{3}$ | Aut( $G$ ) | [28,7,12] ${ }^{+}$ | [28, 10] | 4 | 1 | $1 \cdot 2=2$ | $G$ |
| $C_{7}$ | $C_{3} \rtimes \operatorname{Aut}(G)$ | [24, 0] | [24,12] | 8 | 1 | $1 \cdot 6=6$ | $G$ |
| $D_{8}$ | Aut( $G$ ) | ${ }^{[21,6,8]}{ }^{+}$ | [21,6] | 8 | 1 | $1 \cdot 1=1$ | $\mathfrak{N}$ |
| $A_{4}$ | $G$ | [14, 7, 2] | [14, 7] | 2 | 1 | $1 \cdot 1=1$ | $C_{2} \backslash S_{7}$ |
| $H_{21}$ | $\operatorname{Aut}(G)$ | [8,0] | [8,4] | 4 | 1 | $1 \cdot 2=2$ | G |
| $S_{4}$ | G | [7,3,4] ${ }^{+}$ | [7, 3] | 4 | 1 | $1 \cdot 1=1$ | $\mathfrak{N}$ |

Table 7.9: $G=\mathrm{PGL}_{3}\left(\mathbb{F}_{3}\right)$

| $\mathrm{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | C | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathfrak{C}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{13} \rtimes C_{3}$ | Aut (G) | [144, 0] | [144, 40] | $32^{-}$ | - | $\mathbf{3} \cdot 1+\mathbf{1} \cdot 2=5$ |
| $\left(C_{3} \times C_{3}\right) \rtimes C_{4}$ | G | [156, 13, 12] ${ }^{+}$ | [156, 78] | $\begin{aligned} & 2 \\ & 4^{-} \end{aligned}$ | $\begin{gathered} 3 \\ 24 \end{gathered}$ | $\begin{aligned} \mathbf{3} \cdot 1 & =3 \\ \mathbf{2 4} \cdot 1 & =24 \end{aligned}$ |
| $\left(C_{3} \times C_{3}\right) \rtimes\left(C_{2} \times C_{2}\right)$ | G | $[156,65,8]^{+}$ | [156, 78] | $\begin{aligned} & 2 \\ & 4^{-} \\ & 6 \\ & 8^{-} \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \\ & 2 \\ & 4 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{1} \cdot 1=1 \\ & \mathbf{2} \cdot 1=2 \\ & \mathbf{2} \cdot 1=2 \\ & \mathbf{4} \cdot 1=4 \end{aligned}$ |
| $S \rtimes C_{2}, S \in \operatorname{Syl}_{3}(G)$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | $[104,51,4]^{+}$ | [104, 52] | $\begin{aligned} & 2 \\ & 4^{+} \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \end{aligned}$ | $\begin{aligned} & \mathbf{1} \cdot 1=1 \\ & \mathbf{2} \cdot 1=2 \end{aligned}$ |
| $S \rtimes C_{2}, S \in \operatorname{Syl}_{3}(G)$ | $G$ | $[104,13,8]^{+}$ | [104, 52] | $\begin{aligned} & 2 \\ & 4^{-} \\ & 4^{+} \\ & 8^{+} \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \\ & 8 \\ & 4 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \cdot 1=1 \\ & \mathbf{2} \cdot 1=2 \\ & \mathbf{8} \cdot 1=8 \\ & \mathbf{4} \cdot 1=4 \end{aligned}$ |
| $\left(Q_{8} \rtimes C_{3}\right) \rtimes C_{2}$ | Aut( $G$ ) | [117, 38, 16] ${ }^{+}$ | [117, 39] | $16^{-}$ | 3 | 3 $\cdot 1=3$ |
| $\left(\left(C_{3} \times C_{3}\right) \rtimes\left(C_{2} \times C_{2}\right)\right) \rtimes C_{2}$ | $G$ | [78,39, 2] | [78, 39] | 2 | 1 | 1 $\cdot 1=1$ |
| $\left(\left(C_{3} \times C_{3}\right) \rtimes C_{4}\right) . C_{2}$ | $G$ | [78, 13, 6] | [78, 39] | 2 | 3 | 3 $\cdot 1=3$ |
| $\left(\left(C_{3} \times C_{3}\right) \rtimes C_{4}\right) . C_{2}$ | $G$ | [ $78,13,6$ ] | [78, 39] | 2 | 1 | 1 $\cdot 1=1$ |
| $N_{G}(S), S \in \operatorname{Syl}_{3}(G)$ | $\operatorname{Aut}(G)$ | [ $52,1,52]^{+}$ | [52,13] | $4^{+}$ | 2 | $\mathbf{1} \cdot 2+\mathbf{1} \cdot 1=3$ |
| $\left(\left(\left(C_{3} \times C_{3}\right) \rtimes C_{4}\right) . C_{2}\right) \rtimes C_{2}$ | $G$ | [39, 0] | [39, 0] | - | 1 | $1 \cdot 1=1$ |
| $\left(\left(\left(C_{3} \times C_{3}\right) \rtimes C_{4}\right) . C_{2}\right) \rtimes C_{2}$ | G | [26, 13, 2] | [26, 13] | 2 | 1 | $1 \cdot 1=1$ |
| $\left(\left(\left(\left(C_{3} \times C_{3}\right) \rtimes C_{4}\right) \cdot C_{2}\right) \rtimes C_{2}\right) \rtimes C_{2}$ | $G$ | [13, 0] | [13, 0] | - | 1 | $1 \cdot 1=1$ |

Table 7.10: $G=\mathrm{PGL}_{2}\left(\mathbb{F}_{8}\right)$

| $\operatorname{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | C | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathcal{C}\|$ | $\mathcal{B}(\Delta(G))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S_{3}$ | Aut( $G$ ) | [84, 28, 14] | [84, 29] | $12^{-}$ | 1 | 3 | $G$ |
| $C_{7}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [72, 0] | [72, 36] | $\begin{aligned} & 2 \\ & 4^{+} \\ & 6 \\ & 8^{+} \\ & 8^{-} \\ & 12^{+} \end{aligned}$ | 1 3 1 17 4 2 $\sum=28$ | $\begin{gathered} \mathbf{1} \cdot \mathbf{1}=1 \\ \mathbf{1} \cdot 2+\mathbf{2} \cdot 1=4 \\ \mathbf{1} \cdot 2=2 \\ \mathbf{2} \cdot 1+\mathbf{5} \cdot 2+\mathbf{4} \cdot 3+\mathbf{6} \cdot 6=60 \\ \mathbf{2} \cdot 3+\mathbf{2} \cdot 6=18 \\ \mathbf{1} \cdot 2+\mathbf{1} \cdot 6=8 \\ \sum=93 \\ \hline \end{gathered}$ | $G$ |
| $C_{2} \times C_{2} \times C_{2}$ | $C_{7} \rtimes \operatorname{Aut}(G)$ | [63, 0] | [63,27] | $\begin{aligned} & \hline 16^{+} \\ & 14 \\ & 12^{+} \\ & 12^{-} \\ & 4^{+} \end{aligned}$ | $\begin{gathered} 3 \\ 4 \\ 7 \\ 3 \\ 2 \\ \sum=19 \end{gathered}$ | $\begin{gathered} \mathbf{1} \cdot \mathbf{7 + \mathbf { 2 } \cdot \mathbf { 1 } = 9} \\ \mathbf{2} \cdot 21+\mathbf{2} \cdot \mathbf{7}=56 \\ \mathbf{1} \cdot 1+\mathbf{6} \cdot \mathbf{7}=43 \\ \mathbf{2} \cdot 21+\mathbf{1} \cdot 7=49 \\ \mathbf{2} \cdot 1=2 \\ \sum=159 \end{gathered}$ | $G$ |
| $C_{9}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [56, 0] | [56, 28] | $\begin{aligned} & 2 \\ & 4^{+} \\ & 8^{+} \\ & 8^{-} \\ & 12^{+} \end{aligned}$ | $\begin{gathered} 1 \\ 2 \\ 7 \\ 2 \\ 1 \\ \sum=13 \end{gathered}$ | $\begin{gathered} \mathbf{1} \cdot 1=1 \\ \mathbf{1} \cdot \mathbf{1}+\mathbf{1} \cdot 1=2 \\ \mathbf{2} \cdot 1+\mathbf{4} \cdot 3+\mathbf{1} \cdot 6=21 \\ \mathbf{1} \cdot 3+\mathbf{1} \cdot 3=6 \\ \mathbf{1} \cdot 2=2 \\ \sum=32 \end{gathered}$ | $G$ |
| $D_{14}$ | Aut (G) | $[36,7,16]^{+}$ | [36, 8] | 14 | , | $1 \cdot 3=3$ | $G$ |
| $D_{18}$ | Aut (G) | [28, 7, 12] ${ }^{+}$ | [28,8] | 10 | 1 | $1 \cdot 3=3$ | $G$ |
| $N_{G}\left(C_{2} \times C_{2} \times C_{2}\right)$ | Aut( $G$ ) | [9, 0] | [9,0] | 0 | 1 | $1 \cdot 1=1$ | $S_{9}$ |

Table 7.11: $G=\mathrm{PSL}_{2}\left(\mathbb{F}_{11}\right)$

| $\operatorname{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | C | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathrm{C}\|$ | $\mathcal{B}(\Delta(G))$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{5}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [132, 0] | [132, 66] | $\begin{aligned} & 2 \\ & 4^{-} \\ & 6 \\ & 8^{-} \\ & 10 \\ & 12^{-} \\ & 16^{-} \\ & 18 \\ & 20^{-} \end{aligned}$ | 1 7 2 4 5 59 6 10 2 $\sum=96$ | $\mathbf{1} \cdot 1=1$ $\mathbf{7} \cdot 2=14$ $\mathbf{2} \cdot 2=4$ $\mathbf{4} \cdot 2=8$ $\mathbf{1} \cdot 4+\mathbf{4} \cdot 2=12$ $\mathbf{4 3} \cdot 4+\mathbf{1 6} \cdot 2=204$ $\mathbf{6} \cdot 4=24$ $\mathbf{1 0} \cdot 4=40$ $\mathbf{2} \cdot 4=8$ $\sum=315$ |  |
| $S_{3}$ | G | [110, 45, 6] | [110, 55] | $\begin{aligned} & 2 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 1 \cdot 1=1 \\ & \mathbf{1} \cdot 2=2 \end{aligned}$ | $S_{11}$ |
| $C_{2} \times C_{3}$ | $C_{2} \rtimes \operatorname{Aut}(G)$ | [110, 55, 2] | [110, 55] | 2 | 1 | $1 \cdot 1=1$ | $C_{2} \backslash S_{55}$ |
| $C_{11}$ | $C_{5} \rtimes \operatorname{Aut}(G)$ | [ 60,0 ] | [60, 25] | $12^{+}$ | 1 | $1 \cdot 5=5$ | $\operatorname{Aut}(\Delta)(G))$ |
| $D_{10}$ | $\operatorname{Aut}(G)$ | [ $66,11,20]^{-}$ | [66,21] | 6 | 1 | $\mathbf{1} \cdot 2+\mathbf{1} \cdot 1=3$ | $\Delta(G)$ |
| $C_{11} \rtimes C_{5}$ | $\operatorname{Aut}(G)$ | [12,0] | [12, 1] | $12^{+}$ | 1 | $1 \cdot 1=1$ | $\mathfrak{N}$ |
| $A_{4}$ | Aut (G) | $[55,10,20]^{+}$ | [55, 10] | $20^{+}$ | 1 | $1 \cdot 1=1$ | $\mathfrak{N}$ |
| $D_{12}$ | Aut (G) | $[55,10,20]^{+}$ | [ 55,10$]$ | $20^{+}$ | 1 | $1 \cdot 1=1$ | $\mathfrak{N}$ |
| $A_{5}$ | $G$ | [11, 0] | [11,0] | - | 1 | $1 \cdot 1=1$ | $S_{11}$ |

Table 7.12: $G=M_{11}$

| $\operatorname{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | $C$ | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathfrak{C}\|$ |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- |
| $\left(Q_{8} \rtimes C_{3}\right) \rtimes C_{2}$ | $G$ | $[165,54,20]^{+}$ | $[165,55]$ | 18 | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  |  | $20^{-}$ | 2 | $\mathbf{2} \cdot 1=2$ |
| $Q_{8} \rtimes C_{3}$ | $C_{2} \rtimes G$ | $[330,165,2]$ | $[330,165]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
| $S_{5}$ | $G$ | $[66,1,66]$ | $[66,11]$ | $20^{-}$ | 1 | $\mathbf{1} \cdot 1=1$ |
| $A_{5},\left[N_{G}(H): H\right]=2$ | $C_{2} \rtimes G$ | $[132,65,4]^{+}$ | $[132,66]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  | $4^{-}$ | 2 | $\mathbf{2} \cdot 1=2$ |  |
| $P S L_{2}\left(\mathbb{F}_{11}\right)$ | $G$ | $[12,1,12]^{+}$ | $[12,1]$ | $12^{+}$ | 1 | $\mathbf{1} \cdot 1=1$ |
| $A_{5},\left[N_{G}(H): H\right]=1$ | $G$ | $[132,65,12]^{+}$ | $[132,66]$ | $12^{-}$ | 2 | $\mathbf{2} \cdot 1=2$ |
|  |  |  |  | 6 | 1 | $\mathbf{1} \cdot 1=1$ |
| $N_{G}(S), S \in \operatorname{Syl}_{11}(G)$ | $G$ | $[144,0]$ | $[144,56]$ | $12^{+}$ | 3 | $\mathbf{3} \cdot 1=3$ |
|  |  |  |  | $20^{-}$ | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  |  | $20^{+}$ | 1 | $\mathbf{1} \cdot 1=1$ |
| $A_{6} \cdot C_{2}$ | $G$ | $[11,0]$ | $[11,0]$ | - | 1 | $\mathbf{1} \cdot 1=1$ |
| $\left(C_{3} \times C_{3}\right) \rtimes Q_{8}$ | $C_{2} \rtimes G$ | $[110,45,6]$ | $[110,55]$ | 6 | 1 | $\mathbf{1} \cdot 2=2$ |
| $A_{6}$ |  |  |  | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
| $C_{2} \rtimes G$ | $[22,11,2]$ | $[22,11]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |  |
| $N_{G}(S), S \in \operatorname{Syl}_{3}(G)$ | $G$ | $[55,0]$ | $[55,0]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
| $\left(C_{3} \times C_{3}\right) \rtimes C_{8}$ | $C_{2} \rtimes G$ | $[110,45,6]$ | $[110,55]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
| $\left(C_{3} \times C_{3}\right) \rtimes D_{8}$ | $C_{2} \rtimes G$ | $[110,55,2]$ | $[110,55]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |

Table 7.13: $G=M_{12}$

| $\operatorname{Stab}_{\Delta(G)}(1)$ | $\mathfrak{N}$ | $D(\Delta, G)$ | $C$ | $d$ | $\left\|\mathfrak{C} / \sim_{\mathfrak{N}}\right\|$ | $\|\mathfrak{C}\|$ |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- |
| $P S L(2,11)$ | $\operatorname{Aut}(G)$ | $[144,65,16]^{+}$ | $[144,67]$ | $12^{-}$ | 5 | $\mathbf{4} \cdot 2+\mathbf{1} \cdot 1=9$ |
|  |  |  |  | $16^{-}$ | 4 | $\mathbf{2} \cdot 2+\mathbf{2} \cdot 1=6$ |
|  |  |  |  | $\sum=9$ | $\sum=15$ |  |
| $P S L(2,11)_{\max }$ | $\operatorname{Aut}(G)$ | $[144,55,20]^{+}$ | $[144,56]$ | $12^{+}$ | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  |  | $20^{-}$ | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  | $20^{+}$ | 1 | $\mathbf{1} \cdot 1=1$ |  |
| $S_{6}$ | $G$ | $[132,55,8]^{+}$ | $[132,66]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  |  | $4^{-}$ | 2 | $\mathbf{2} \cdot 1=2$ |
|  |  |  | 6 | 2 | $\mathbf{2} \cdot 1=2$ |  |
|  |  |  |  | $8^{-}$ | 4 | $\mathbf{4} \cdot 1=4$ |
| $A_{6} \cdot C_{2}$ | $G$ | $[132,65,4]^{+}$ | $[132,66]$ | 2 | 1 | $\mathbf{1} \cdot 1=1$ |
|  |  |  |  | $4^{-}$ | 2 | $\mathbf{2} \cdot 1=2$ |
| $\operatorname{Aut}\left(A_{6}\right)$ | $G$ | $[66,11,20]^{-}$ | $[66,11]$ | $20^{-}$ | 1 | $\mathbf{1} \cdot 1=1$ |
| $M_{11}$ | $G$ | $[12,1,12]^{+}$ | $[12,1]$ | $12^{+}$ | 1 | $\mathbf{1} \cdot 1=1$ |
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