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Chapter 1

Introduction

The interest in linear codes began with the papers "Notes on digital coding" by M.
J. E. Golay and "Error detecting and error correcting codes" by R. W. Hamming,
published in 1949 and 1950, respectively (cf. [10], [15]). In these works it is shown
how digital information, given as m-tuples with entries 0 and 1, can be expanded
to a tuple of length N = m + k, such that the highest possible number of errors
in the information can be corrected. The words of length N , obtained by adding
k parity checks to the original information, form a subspace of FN2 . Here originates
the classical notion of a binary code, as a subspace of FN2 . Algebraic coding theo-
rists began to investigate codes over other alphabets than F2 as well, also because
a larger alphabet allows to correct a greater number of errors occurring in a row in
the digital information (burst errors). A linear code in the classical sense is hence
a subspace of FN , for a finite field F.

Soon codes with additional algebraic structure received more interest both
from algebraists and from coding theorists, since additional structure often gives
rise to more efficient decoding algorithms. A well-known example is given by
the cyclic codes, which are invariant under a cyclic shift of the coordinates. That is,
the automorphism group of a cyclic code, i.e. the group formed by those coordinate
permutations which leave the code invariant, contains a subgroup 〈(1, . . . , N)〉
isomorphic to the cyclic group of order N . In her paper "Codes and ideals in
group algebras" ([24]), F. J. MacWilliams treats cyclic codes as ideals in the group
algebra FCN ∼= F[x]/(xN − 1). A generalization of the cyclic codes are the group
ring codes, which are right ideals in a group algebra of some finite group and
have been investigated by several authors (cf. [27, 2, 19]), using methods of rep-
resentation theory of finite groups. Among these codes, the self-dual codes are
of particular interest, for instance since their weight distribution has an invariance
property given by the famous MacWilliams identity.

An interesting connection between the automorphisms of a self-dual linear
code and its weight distribution was discovered by N. J. A. Sloane and J. G.
Thompson. In their paper "Cyclic self-dual codes" ([40]) they prove that there
exists no binary cyclic self-dual code such that the Hamming weight of every word
is a multiple of 4. Codes whose weight distributions satisfy this divisibility con-
dition are called doubly-even, and self-dual doubly-even binary codes are also
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6 CHAPTER 1. INTRODUCTION

called Type II codes. The result of Sloane and Thompson has been generalized
by C. Martinez-Peréz and W. Willems in [27], stating that there exists a self-dual
doubly-even binary group ring code for a finite group G if and only if the order
of G is a multiple of 8 and the Sylow 2-subgroups of G are not cyclic.

From the point of view of representation theory, group ring codes are FG-
submodules of the regular permutation module for G. These are linear codes on
which G acts as automorphisms via its regular representation. The present thesis
investigates the existence of codes with prescribed automorphisms which arise
from arbitrary permutation representations, or more generally monomial repre-
sentations, of a finite group. The challenge is hence to decide, given a monomial
permutation group G, whether there exists a self-dual linear code whose auto-
morphism group contains G. This issue is viewed from different perspectives,
allowing different generalizations of the question and the results.

Chapter 3 deduces obvious necessary conditions on G for the existence of a
self-dual G-invariant code. In this chapter monomial permutations are naturally
embedded into the orthogonal group O(V ) of a quadratic space V . Hence the
developed theory applies to self-dual codes in odd characteristic, and to gener-
alized Type II codes in characteristic 2. Here a self-dual code C corresponds to a
maximal totally isotropic subspace of V , and G lies in the automorphism group
of C if and only if, as a subgroup of O(V ), it lies in the stabilizer S in O(V ) of
the corresponding maximal totally isotropic subspace. Depending on the char-
acteristic of F, the determinant or the Dickson invariant provides a well-defined
epimorphism D : O(V ) → C2 such that S is always contained in the kernel of D.
On the symmetric group SN the map D restricts to the sign homomorphism. This
allows to conclude that the automorphism group of a self-dual code in odd char-
acteristic, or of a self-dual Type II code in characteristic 2, is always contained in
the alternating group (see Corollaries 3.2.4, 3.2.5).

In the other chapters of this thesis, a different approach is pursued, following
ideas in [33]. Here G-invariance is part of the definition of a code. A code in
this new sense is a submodule of FN for the group algebra FG, where G acts as
coordinate permutations. This opens up the possibility to apply representation
theoretic methods to find criteria for the existence of a self-dual G-invariant code
(see for instance [42]). Moreover, the theory of Witt groups can be applied in this
context. The Witt group of the group algebra FG contains equivalence classes of
FG-modules V which are endowed with a non-degenerateG-invariant form, with
the orthogonal sum as composition (see Chapter 4). By definition FN contains a
self-dualG-invariant code if and only if it is Witt equivalent with the zero module.
In some cases, for instance in characteristic 2, the theory of Witt groups is rich
enough to characterize the situation where a self-dual G-invariant code exists,
only by the composition factors of the FG-module FN (cf. Corollary 4.1.28). Using
in addition the methods from Chapter 3, a characterization of the existence of a
self-dual G-invariant Type II code is proven (cf. Theorem 4.2.19, Theorem 3.2.7),
generalizing the result of Martinez-Peréz and Willems cited above.

A general concept where a code is by definition a module for some ring R
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is developed in [33]. There a general notion of the Type of a code is introduced.
The Type allows to specify important properties of codes, taking as the alphabet
a left R-module V , on which there exist biadditive forms to define duality and,
where required, quadratic forms which specify additional properties of the code,
such as being doubly-even in the case of binary codes. The codes of a Type T
and length N form a family of codes, which are self-orthogonal with respect to
some non-degenerate biadditive form and isotropic with respect to the above-
mentioned quadratic forms. In Chapter 2 it is shown that the G-invariant linear
codes in V = FN have a Type with R = FG and V = FN .

For every Type T of codes there exists a neighbor graph, whose vertices are
the self-dual Type T codes and where two vertices C,D are adjacent if and only if
C∩D is a maximalR-submodule of C (cf. Section 2.3). The graph ΓT is connected
wheneverR and V are finite, and thus in particular the neighbor graph ΓG for the
Type ofG-invariant codes is always connected. This provides an algorithm to find
all self-dual G-invariant codes, by starting with one such code and successively
computing neighbors in the graph. Moerover, the normalizer N = NSN (G) acts
on ΓG as graph automorphisms. Hence there exists a system of representatives of
the N-orbits of vertices which forms a connected subgraph of ΓG. This allows to
compute only N-orbit representatives, instead of computing the whole set of all
G-invariant self-dual codes. Similar results hold for every finite Type of codes.

If the characteristic of F does not divide the order of G then the total num-
ber M of G-invariant self-dual codes can easily be determined a priori, basically
from the composition factors of the FG-module V = FN . The number of cyclic
self-dual codes whose length is coprime to the characteristic of F is already given
in [18]. In this situation V is the regular module over the semisimple group al-
gebra FCN ∼= F[x]/(xN − 1), and the number of self-dual codes is determined
via a factorization of xN − 1, which plainly describes the composition factors of
V . In Chapter 6, formulae are given for the number of self-dual codes over a
general finite semisimple associative algebra A. These results are proven via a
Morita equivalence F between the categories of modules for A and for its center
Z(A), respectively, where all the modules carry a certain non-degenerate biad-
ditive form to define the orthogonal of a submodule. The Morita equivalence
F is orthogonality-preserving, which means that an A-module V contains the same
number of self-dual codes as the Z(A)-moduleF(V ). SinceA is semisimple, Z(A)
is a ringdirect sum of fields. At this point the problem of determining M is set-
tled, since the number of self-dual codes over such a ring can be computed with
methods of linear algebra and is well-known (cf. [41], for instance). In the situa-
tion where A = FG is a semisimple group algebra, the orbit lengths under N and
the total number of self-dual G-invariant codes are related via an obvious mass
formula, which can be used to prove completeness in a classification of N-orbit
representatives of self-dual G-invariant codes.

In the Type context the alphabet of a code is no longer understood as the set F,
but as the set V , and it is in this sense that Chapter 5 asks for the minimum length
t for which there exists a self-dual G-invariant code. This comprises the question
whether there exists a self-dual G-invariant code in FN , which in this sense has
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length 1. The number t is thus the order of the equivalence class of (V, β) in the
Witt group of FG. It is shown that t equals the order of the scalar subgroup of the
Clifford-Weil group C(TG), a complex matrix group associated with the Type TG of
G-invariant codes (cf. [33]). A computation of C(TG) is possible as soon as the
action of the unit group of R on V and the values of the biadditive and quadratic
forms associated with TG are known. Hence t can be a priori be read off from this
information (see Section 5.6 for some examples).

In the accomplishment of this thesis I received a huge amount of support from
many people in my work environment, and I would like to take the opportunity
to thank them for their efforts. First of all, I wish to express my deep gratitude
to my advisor Professor Dr. Gabriele Nebe for her thoughtful guidance and or-
ganization, which made this thesis possible in the first place. For numerous and
fruitful discussions during a stay at the Otto-von-Guericke University Magde-
burg I would like to thank my co-advisor, Professor Dr. Wolfgang Willems. Dur-
ing the conference "New challenges in digital communication", held in Vlora in
May 2008, the idea for Chapter 6 grew out in a discussion with Professor Dr.
Cary Huffman, whom I hereby thank for this incentive. Moreover, I would like
to deeply thank my colleagues for the good office atmosphere and for helpful tips
and discussions, especially Dr. Markus Kirschmer, Dr. Matthias Künzer, Kristina
Schindelar, Elisabeth Nossek, Georg Deifuß and Moritz Schröer.

During the whole developing process of this thesis I was financially supported
by the RWTH Aachen University, and I wish to thank the university for this grant.



Chapter 2

The Type of a code

Classically, a linear code is a subspace of FN , where F is a finite field. Given a
non-degenerate bilinear or Hermitian form β : FN ×FN → F, the dual of a code C
is

C⊥ = {v ∈ FN | β(v, c) = 0 for all c ∈ C}.
If C = C⊥ then C is called self-dual. Based on a result of Gleason and Pierce on
the divisibility of the Hamming weight

wt((c1, . . . , cN)) := |{i ∈ {1, . . . , N} | ci 6= 0}|

of the words of a self-dual code (cf. [39]), one classically distinguishes four Types
of linear codes, known as Type I, II, III and IV, respectively. For instance, the self-
dual Type II codes are those binary self-dual codes in which the weight of every
codeword is a multiple of 4, and the self-dual Type III codes are the self-dual
subspaces of FN3 , whose weights are all automatically multiples of 3.

The most interesting of the classical codes over finite fields have some ad-
ditional structure apart from being vector spaces. For instance, the cyclic codes
of length N are the submodules of the FCN -module FN , where CN is the cyclic
group of order N , which acts on FN by a cyclic permutation of the coordinates.
These codes also form a Type, in a more general sense. A unifying language to
describe the Type of a code is developed in the book "Self-dual codes and invari-
ant theory" ([33]). Here a Type of codes consists of modules over a ring R, for
which orthogonality is defined via biadditive forms, and additional properties
may be modeled via quadratic forms. The basic concepts are given in Section 2.1.

The unified setting in which the Type of a code is defined allows for instance a
uniform approach to prove Theorems like Gleason’s famous 1970 Theorem which
states that the weight enumerator of a binary Type II code lies in the polynomial
ring generated by the weight enumerators of the extended Hamming code of
length 8 and the Golay code of length 24. The approach to prove theorems like
Gleason’s is to compute the invariant ring of the Clifford-Weil group C(T ) (cf. Sec-
tion 5.1), a finite complex matrix group associated with a Type T , such that the
weight enumerators of the self-dual Type T codes all lie in the invariant ring of
C(T ). Moreover, this general setting allows to define the Type of codes with pre-
scribed automorphisms, in Section 2.2.4 (cf. [14]).

9
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In Section 2.3 a very efficient method is given to compute all self-dual codes of
a given Type T . A notion of neighborhood of self-dual codes is introduced, follow-
ing ideas of Kneser in [21], which have been applied to ZG-lattices in [29]. The
concept of neighborhood is applied to self-dual codes of arbitrary Type T over a
finite ground ring, such that the neighbors of a self-dual Type T code can easily be
computed. This leads to the notion of the neighbor graph, which has the self-dual
Type T codes as vertices, and where two vertices are adjacent if and only if they
are neighbors. It is shown that the neighbor graph is connected and hence given
a single self-dual Type T code, it is possible to find all self-dual Type T codes by
successively computing neighbors (cf. [14]). In Section 2.3.1 it is shown that this
method is also appropriate to compute only representatives for the equivalence
classes of self-dual codes of a given Type, where the equivalence classes are the
orbits of a certain finite group acting on the set of all self-dual Type T code, induc-
ing automorphisms of the neighbor graph. For the Type of classical linear codes
over F of length N , this group is the symmetric group on N points. Hence the
neighbor method can be used, for instance, to compute all self-dual codes in FN
up to permutation equivalence, without computing all self-dual codes in FN first.

2.1 Form rings and their representations

In the language of form rings and their representations, the alphabet over which
a code is defined is a left module V over a ring R. Throughout this work, R is
assumed to be a finite ring with 1, and all R-modules V are assumed to be finite
and unitary, i.e. 1 · v = v for all v ∈ V . A form ring (cf. Definition 2.1.4) is a
quadruple basically consisting of algebraic objects which allow homomorphisms
to the algebraic objects formed by the biadditive and quadratic forms on V (cf.
Examples 2.1.5 and 2.1.5).

Definition 2.1.1. A twisted R-module is a pair (M, τ) consisting of a right (R ⊗Z
R)-module M together with a group automorphism τ of M such that τ 2 = idM and
τ(m(r ⊗ s)) = τ(m)(s ⊗ r) for all m ∈ M and r, s ∈ R. A homomorphism ρ :
(M, τ)→ (M ′, τ ′) of twistedR-modules is an (R⊗R)-module homomorphism satisfying
ρ(τ(m)) = τ ′(ρ(m)).

Definition 2.1.2. An R-qmodule is an abelian group Φ together with a map [ ] : R→
End(Φ) such that

[1] = idΦ, [rs] = [r][s], [r + s+ t] + [r] + [s] + [t] = [r + s] + [r + t] + [s+ t]

for all r, s, t ∈ R. A homomorphism ρΦ : Φ → Φ′ of R-qmodules is a group homomor-
phism with ρΦ(φ[r]) = ρΦ(φ)[r] for all φ ∈ Φ and r ∈ R.

Definition 2.1.3. A quadratic pair over R is a tuple ((M, τ),Φ), where (M, τ) is a
twisted R-module and Φ is an R-qmodule, together with structure maps λ : Φ→M and
{{ }} : M → Φ with

{{ τ(m) }} = {{m }} , τ(λ(φ)) = λ(φ), λ( {{m }} ) = m+ τ(m)
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and
φ[r + s]− φ[r]− φ[s] = {{λ(φ)(r ⊗ s) }} .

Let ((M ′, τ ′),Φ′) be another R-qmodule with structure maps λ′ and {{ }} ′. A homomor-
phism of quadratic pairs is a pair (ρM , ρΦ), where ρM : (M, τ) → (M ′, τ ′) is a homo-
morphism of twisted modules and ρΦ : Φ → Φ′ is a homomorphism of R-qmodules such
that

ρΦ( {{m }} ) = {{ ρM(m) }} ′ and ρM(λ(φ)) = λ′(ρΦ(φ)).

for all m ∈M and φ ∈ Φ.

Definition 2.1.4. The quadruple (R,M,ψ,Φ) is called a form ring if ((M, τ),Φ) is a
quadratic pair over R, and ψ : R → M is an isomorphism of right R-modules such that
ε := ψ−1(τ(ψ(1))) ∈ R∗, where M is a right R-module via mr := m(1⊗ r).

Remark 2.1.5. Let V be a left R-module and A an abelian group. Let Bil(V,A) be the
set of all Z-bilinear mappings V × V → A. Define an (R ⊗ R)-module structure on
Bil(V,A) via

β(r ⊗ s)(v, w) = β(rv, sw)

for r, s ∈ R and v, w ∈ V , and let

τBil : Bil(V,A)→ Bil(V,A), β 7→ ((v, w) 7→ β(w, v)).

Then (Bil(V,A), τBil) is a twisted R-module. An A-valued quadratic map on V is a
map φ : V → A such that φ(nv) = n2φ(v) for all integers n and all v ∈ V , and

φ(u+ v + w) + φ(u) + φ(v) + φ(w) = φ(u+ v) + φ(v + w) + φ(u+ w)

for all u, v, w ∈ V , or equivalently, such that

λBil(φ) := ((v, w) 7→ φ(v + w)− φ(v)− φ(w)) ∈ Bil(V,A).

By Quad(V,A) denote the set of all A-valued quadratic maps on V . Then Quad(V,A)
is an R-qmodule via φ[r](v) = φ(rv), for r ∈ R and v ∈ V , and the pair
((Bil(V,A), τBil),Quad(V,A)) is a quadratic pair with the maps λBil and

{{ }} Bil : Bil(V,A)→ Quad(V,A), β 7→ (v 7→ β(v, v)).

Definition 2.1.6. Let R = (R,M,ψ,Φ) be a form ring. Let V be a left R-module
and let A be an abelian group. The tuple T = (V, ρM , ρΦ, β = ρM(ψ(1))) is called a
representation of R if (ρM , ρΦ) : ((M, τ),Φ) → ((Bil(V,A), τBil),Quad(V,A)) is a
homomorphism of quadratic pairs such that β is non-degenerate, i.e.

V → HomZ(V,Q/Z), v 7→ (w 7→ β(v, w))

is an isomorphism. T is called finite if V is finite and A = Q/Z.

Every form ring structure defines an antiautomorphism of the underlying
ring, as follows. For a proof that this is indeed an antiautomorphism we refer
to [33, Lemma 1.4.5].
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Remark 2.1.7. Every form ring structure R = (R,M,ψ,Φ) on R defines an antiauto-
morphism J of R, by rJ := ψ−1(ψ(1)(r ⊗ 1)). If (V, ρM , ρΦ, β) is a representation of R
then β(rv, w) = β(v, rJw) for all r ∈ R and v, w ∈ V .

Example 2.1.8. (cf. [14]) Let J be an involution of R, i.e. a ring antiautomorphism
of order 1 or 2. That is, (rs)J = rJsJ and (rJ)J = r for all r, s ∈ R. Let V be a left
R-module and let β : V × V → Q/Z be a biadditive non-degenerate form with

β(v, w) = β(w, εv) and β(rv, w) = β(v, rJw)

for all v, w ∈ V and r ∈ R, where ε is a unit which lies in the center of R, with εεJ = 1.
To model the Type of submodules of V which are self-orthogonal with respect to β, we
define a form ring structure on R (see also [33]), following a construction by Bak in [1].
Let M = R and let τ : M →M, m 7→ εmJ . Let

Λ := {m− τ(m) | m ∈M}.

Then the tuple
R(R, J, ε) = (R, id,M = R,Φ = M/Λ)

is a form ring, where M is an R⊗R-module via m(r⊗ s) := rJms, Φ is an R-qmodule
via (m+ Λ)[r] := (rJmr) + Λ, and well-defined structure maps

{{ }} : M → Φ, m 7→ m+ Λ, λ : Φ→M, m+ Λ 7→ m+ τ(m).

The associated involution of R is the involution J . A representation of R(R, J, ε) can be
defined as follows. Let T = T (V, β) = (V, ρM , ρΦ, β) with

ρM(m)(v, w) = β(v,mw) and ρΦ(m+ Λ)(v) = β(v,mv).

It is straightforward to show that T is a representation ofR. Note that ρΦ is well-defined
since β(v,mv) = 0 whenever m = m′ − τ(m′) ∈ Λ since

β(v, τ(m′)v) = β(v, εm′Jv) = β(εm′Jv, εv) = β(v,m′εJεv) = β(v,m′v)

and hence β(v,mv) = β(v,m′v)− β(v, τ(m′)v) = 0.

Example 2.1.9. Let J be an involution on R. Let V be a left R-module and let q : V →
Q/Z be a quadratic map such that β := λ(q) is non-degenerate and satisfies β(rv, w) =
β(v, rJw) for all v, w ∈ V and r ∈ R. We want to model the Type of all submodules of V
which are isotropic with respect to q. If 2 is a unit in R then the construction in Example
2.1.8 with ε = 1 is appropriate, since q = 1

2
{{ β }} and hence any submodule C which is

self-orthogonal with respect to β satisfies

q(c) =
1

2
{{ β }} =

1

2
β(c, c) = β(c,

1

2
c) = 0

for all c ∈ C, and every submodule of V which is isotropic with respect to q is self-
orthogonal with respect to λ(q). If 2 is no unit in R then assume that β(v, rv) = 0
whenever r + rJ = 0. Note that this condition is natural since whenever there exists a



2.1. FORM RINGS AND THEIR REPRESENTATIONS 13

self-dual isotropic code in V , there exists a quotient of V which satisfies this condition
and is appropriate to model the self-dual isotropic codes in V (cf. Remark 2.1.10). Define
a form ring

R = R(R, J) = (R,M = R, id,Φ = 〈1, {{M }} 〉)

with structure maps τ = J, λ = id and {{m }} = m + τ(m). Then T = T (V, q) =
(V, ρM , ρΦ, β) is a representation of R, with ρM(m)(v, w) = β(v,mw) and ρΦ defined
on generators by

ρΦ(1) = q, ρΦ( {{m }} ) = {{ ρM(m) }} .

To see that the map ρΦ is well-defined, note that if m ∈ ker( {{ }} ) then ρM(m) = 0
according to our assumption, and if rJr = m+ τ(m) ∈ 〈1〉 ∩ {{M }} then

{{ ρM(m) }} (v) = β(v,mv) =
1

2
(β(v,mv) + β(v,mv)) =

1

2
(β(v, (m+ τ(m))v)

=
1

2
β(v, rJrv) =

1

2
β(rv, rv) = q(rv) = q[r](v)

for all v ∈ V .

Remark 2.1.10. Let the R-module V with the quadratic map q : V → Q/Z and the form
ringR be as in Example 2.1.9. For r ∈ R with r + rJ = 0, the map

ϕr : V → Q/Z, v 7→ β(v, rv)

is additive and hence due to the non-degeneracy of β, there exists an element vr ∈ V
such that ϕr(v) = β(vr, v) for all v ∈ V . If C is an isotropic code in V then β(vr, c) =
β(c, rc) = 0 for all c ∈ C and hence vr ∈ C⊥. Hence the R-module

Y := 〈vr | r + rJ = 0〉

generated by the vr satisfies Y ⊆ C⊥ for every isotropic code C. In particular if C is
self-dual then Y ⊆ C ⊆ Y ⊥ and hence Y is isotropic. Hence if there exists a self-dual
isotropic code in V then the quadratic map

qY : Y ⊥/Y → Q/Z, y′ + Y 7→ q(y′)

is well-defined, with polar form βY : (y′ + Y, y′′ + Y ) 7→ β(y′, y′′), and the self-dual
isotropic subspaces of Y ⊥/Y correspond to the self-dual isotropic subspaces of V . More-
over, if r + rJ = 0 then

βY (y′ + Y, r(y′ + Y )) = β(y′, r(y′ + Y )) = β(y′, ry′) = β(vr, y
′) = 0

for all y′ ∈ Y ⊥. Hence according to Example 2.1.9 the representation T (Y ⊥/Y, βY ) is
well-defined and appropriate to model the Type of self-dual isotropic codes in V .

In Section 4.3 the following properties and constructions associated with form
rings will be needed. For a proof of the following Lemma, the reader is referred
to [33, Lemma 1.4.5, Remark 1.4.6].
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Lemma 2.1.11. LetR = (R,M,ψ,Φ) be a form ring with associated unit ε and antiau-
tomorphism J , and let (V, ρM , ρΦ, β) be a representation ofR. Then

(i) εJε = 1,

(ii) ψ(r)(s⊗ t) = ψ(sJrt),

(iii) τ(ψ(r)) = ψ(rJε),

(iv) εJrJ2
ε = r,

(v) β(rv, w) = β(v, rJw),

(vi) β(v, w) = β(w, εv),

(vii) vJ−1

e v = vJ
−1

e w if and only if ev = ew

for all r, s ∈ R, v, w ∈ V and symmetric idempotents e = ueve ∈ R (cf. Definition
5.1.1) .

Definition 2.1.12. Let Ri = (Ri,Mi, ψi,Φi) be form rings, for i = 1, 2. A form ring
homomorphism is a triple (αR, αM , αΦ), where αR : R1 → R2 is a ring homomorphism
and (αM , αΦ) : (M1,Φ1)→ (M2,Φ2) is a homomorphism of quadratic pairs such that

αΦ(φ)[αR(r)] = αΦ(φ[r]), αM(m)(αR(r)⊗ αR(s)) = αM(m(r ⊗ s))

and
ψ2(αR(r)) = αM(ψ1(r))

for all φ ∈ Φ1, m ∈ M1 and r, s ∈ R1. A form ring automorphism is a form ring
homomorphism where the maps αR, αM , αΦ are bijective.

Definition 2.1.13. Let T = (V, ρM , ρΦ, β), T ′ = (V ′, (ρM)′, (ρΦ)′, β′) be represen-
tations of the form ring R = (R,M,ψ,Φ). A weak form isometry is a tuple
(αR, αM , αΦ, α), where (αR, αM , αΦ) is a form ring automorphism ofR and α : V → V ′

is a bijective additive map such that

α(rv) = αR(r)α(v), ρM ′(αM(m))(α(v), α(w)) = ρM(m)(v, w)

and
(ρΦ)′(αΦ(φ))(α(v)) = ρΦ(φ)(v)

for all r ∈ R, m ∈ M, φ ∈ Φ and v, w ∈ V . The map α is called a form isometry if
(id, id, id, α) is a weak form isometry.

Definition 2.1.14. Let R = (R,M,ψ,Φ) be a form ring and let u ∈ R∗. Then the
map R → M, r 7→ ψu(r) = ψ(ur) is an isomorphism of right R-modules. The tuple
Ru := (R,M,ψu,Φ) is again a form ring, called the rescaling ofR with u.

Remark 2.1.15. The involution Ju associated with the rescaled form ringRu is given by
rJu = u−1rJu, and the associated unit is εu = u−1uJε.
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Proof. The proof is an easy calculation:

rJu = ψ−1
u (ψu(1)(r ⊗ 1)) = ψ−1

u (ψ(u)(r ⊗ 1)) = ψ−1
u (ψ(rJu)) = ψ−1

u (ψu(u
−1rJu))

= u−1rJu,

and the unit εu is

εu = ψ−1
u (τ(ψu(1))) = ψ−1

u (τ(ψ(u))) = ψ−1
u (τ(ψ(1)(1⊗ u))) = ψ−1

u (τ(ψ(1))(u⊗ 1))

= ψ−1
u (ψ(ε)(u⊗ 1)) = ψ−1

u (ψ(uJε)) = ψ−1
u (ψu(u

−1uJε))

= u−1uJε.

�
In order to define the Type of a code we define the multiple of a representation,

via orthogonal sums.

Definition 2.1.16. Let T = (V, ρM , ρΦ, β) and T ′ = (V ′, (ρM)′, (ρΦ)′, β′) be represen-
tations of the form ringR = (R,M,ψ,Φ). Then the orthogonal sum

T ⊥ T ′ = (V ⊥ V ′, ρM ⊥ (ρM)′, ρΦ ⊥ (ρΦ)′, β ⊥ β′)

is again a representation ofR, where

ρM ⊥ (ρM)′(m) = (((v, v′), (w,w′)) 7→ β(v, w) + β(v′, w′)) and

ρΦ ⊥ (ρΦ)′(φ) = ((v, v′) 7→ ρΦ(φ)(v) + (ρΦ)′(φ)(v′)) .

For a positive integer N , the N -multiple of T is the representation TN =⊥Ni=1 T .

Definition 2.1.17. Given a representation T = (V, ρM , ρΦ, β) of some form ring, a sub-
module C of V N is called isotropic, or a Type T code if

ρNM(m)(c, c′) = 0 and ρNΦ (φ)(c) = 0

for all m ∈ M, φ ∈ Φ and c, c′ ∈ C. Note that the first condition is fulfilled if and only
if always β(c, c′) = 0. The integer N is called the length of C.

2.2 Examples of important Types

This section gives some examples of how to model the properties of codes in the
language of form rings and their representations.

2.2.1 Linear self-dual codes over finite fields

These are codes in the classical sense, i.e. subspaces of FN , where F is a finite
field. The dual of a code is defined with respect to the standard scalar product on
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FN . The Type of these codes is given by the representation TEq := (F, ρM , ρΦ, β) of
the form ringRE

q := (F,F, id, {{F }} ), where q is the size of F and

ρM(m)(v, w) =
1

p
Tr(mvw) ∈ Q/Z

for all m ∈ M = F and v, w ∈ V = F. Here Tr denotes the trace of F to its prime
field Fp with p elements, and is understood as a map into Z in the definition
of ρM . This determines the map ρΦ, since {{ }} is surjective and ρΦ( {{m }} ) =
{{ ρM(m) }} Bil. Hence a Type TEq code is just a subspaceC ≤ FN with ρM(m)(c, c′) =
0 for all c, c′ ∈ C, i.e. the F-qmodule Φ does not encode any additional properties
of C. One easily verifies that indeed, the self-dual Type TEq codes are exactly the
self-dual linear codes in FN .

2.2.2 Binary Type II codes

A binary code C ≤ FN2 is said to be Type II, or doubly-even, if the weight

wt((c1, . . . , cN)) := |{i ∈ {1, . . . , n} | ci 6= 0}|

of every word of C is a multiple of 4. By a well-known result of Gleason, self-dual
binary Type II codes exist if and only if N is a multiple of 8. These are Type 2EI
codes (cf. Section 2.2.1) with the additional property of being doubly-even. This
property can be modeled via a bigger F2-qmodule Φ. Type II codes are given by
the representation 2EII = (F2, ρM , ρΦ, β) of the form ring

RII = (F2,F2, id,Φ = Z/4Z),

where ρM(1)(v, w) = 1
2
vw ∈ Q/Z and ρΦ(1)(v) = 1

4
v2 ∈ Q/Z for all m ∈ M = F2

and v, w ∈ V = F2. Alternatively, changing the underlying vector space, the
self-dual Type 2EII codes can be described by a certain quadratic map q, hence
via representations of a form ring R = R(F, id) = (F2,F2, id,F2). This is done
explicitly in Section 2.2.3.

2.2.3 Generalized doubly-even codes

Let F be a finite field of characterstic 2. There is a notion of generalized doubly-even
linear codes over F, introduced by Quebbemann (cf. [35]) as follows.

Definition 2.2.1. A linear code C ≤ FN is called generalized doubly-even, or Type
II, if ∑

i∈{1,...,N}

ci =
∑
i<j

cicj = 0

for all (c1, . . . , cN) ∈ C.
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Note that if F = F2 then
∑N

i=1 ci = wt(c) and
∑

i<j cicj =
(

wt(c)
2

)
(mod 2),

hence the above coincides with the classical notion of binary doubly-even codes
in the previous section. Moreover, there is an interesting connection between
doubly-even codes over F2f and binary doubly-even codes: Let (t1, . . . , tf ) be a
Trace-orthogonal basis of the vector space F2f over F2, i.e. Trace(titj) = δij , where
Trace : F→ F2 is the usual trace. The Gray map

G : F2f → Ff2 ,
f∑
i=1

αiti 7→ (α1, . . . , αf )

is an isomorphism of vector spaces over F2, which associates to a code C ≤ FN
2f

a
binary code

G(C) := {(G(c1), . . . ,G(cN)) | (c1, . . . , cN) ∈ C} ≤ FfN2 ,

called the Gray image of C. It has been shown in [32] that a code C ≤ FN is
generalized doubly-even if and only if G(C) is doubly-even.

Remark 2.2.2. Assume that there exists a self-dual generalized doubly-even code in FN .
Then N is even since every self-dual code C ≤ FN satisfies 2 dim(C) = N . Moreover, C
contains the all-ones vector 1 = (1, . . . , 1). Hence C/〈1〉 is a subspace of V := 〈1〉⊥/〈1〉.
The space 〈1〉⊥ is given by

{v ∈ FN | wt(G(tiv)) is even for all i ∈ {1, . . . , f}},

since Trace(
∑N

i=1 vi) = wt(G(v)) for all v = (v1, . . . , vN) ∈ FN . Hence we can define a
map

q : V → F, v + 〈1〉 7→
f∑
i=1

wt(G(tiv))

2
t2i ,

where the coefficients wt(G(tiv))
2

are in Z/2Z ∼= F2. It has been shown in [30] that q is
a well-defined quadratic form whose associated bilinear form λ(q) is the standard scalar
product (u+ 〈1〉, v + 〈1〉) 7→

∑N
i=1 uivi.

Proposition 2.2.3. (see [30, Prop. 3.3].) A self-dual code C ≤ FN is generalized doubly-
even if and only if C/〈1〉 is an isotropic subspace of V with respect to q, i.e. q(c) = 0 for
all c ∈ C.

The self-dual generalized doubly-even codes are thus in correspondence with
the isotropic subspaces of V with respect to the quadratic map q. Since the polar
form λ(q) satisfies

λ(q)(v + 1, r(v + 1)) = r
N∑
i=1

v2
i = r(

N∑
i=1

vi)
2 = 0

for all r ∈ F and v ∈ 〈1〉⊥, the self-dual generalized doubly-even codes in FN can
be modeled through the representation T = T (V, q) of the form ring

R = R(F, id) = (F,M = F, id,Φ = 〈1〉 = F)

given in Example 2.1.9.
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2.2.4 Codes with prescribed automorphisms

This section gives an appropriate representation to model self-dual linear codes
C ≤ FN , where F is a finite field, with prescribed automorphisms. The automor-
phism group of C is

Aut(C) = {π ∈ SN | π(C) = C},

where the symmetric group SN acts on FN by permuting the coordinates. For
a subgroup G ≤ SN , a code C ≤ FN has G ≤ Aut(C) if and only if it is a G-
submodule of V = FN , i.e. the G-invariant codes are modules over the group
algebra FG. The group algebra FG carries a natural F-linear involution J given
by gJ = g−1, for g ∈ G. Since G ≤ SN , the standard scalar product

β : FN × FN → F, ((v1, . . . , vN), (w1, . . . , wN)) 7→
N∑
i=1

viwi

is G-invariant, i.e. β(v, w) = β(vg, wg) for all v, w ∈ FN and g ∈ G, and hence
β(av, w) = β(v, aJw) for all a ∈ FG. According to Example 2.1.8 this defines a
form ring

R(FG, J, 1) = (FG,M = FG, id,Φ = M/Λ = M/{a− aJ | a ∈ FG}).

with a representation TV,β = (V, ρM , ρΦ, β), where

ρM(m)(v, w) = β(v,mw) and ρΦ(m+ Λ)(v) = β(v,mv),

cf. Example 2.1.8.

2.2.5 Doubly-even codes with prescribed automorphisms

Let F be a finite field of characteristic 2 and let G ≤ SN be a permutation group.
We want to model the Type of self-dual G-invariant codes in FN with the addi-
tional property of being generalized doubly-even (cf. Section 2.2.3), provided that
such a code exists. These codes correspond to the self-dual isotropic submodules
of a certain quadratic space, as follows. Every self-dual code over F contains the
all-ones vector 1. Moreover, for an involution ι ∈ G let vι ∈ FN be the vector with
vιi = 1 if ι(i) = i, and vιi = 0 otherwise. If C is a G-invariant self-dual code in FN
then 0 = β(c, ιc) = β(c, vι)2 for every c ∈ C, and hence vι ∈ C⊥ = C. Hence the
subspace

Y := 〈1, vι | ι ∈ G is an involution 〉

satisfies Y ⊆ C ⊆ Y ⊥ (cf. [5]). In particular if C is generalized doubly-even
then Y is isotropic with respect to the quadratic form given in Remark 2.2.2. This
yields

Corollary 2.2.4. If C ≤ FN is a self-dual generalized doubly-even code and π ∈ Aut(C)
is an involution then sign(π) = 1.
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It will be shown in Theorem 3.2.4 that even the automorphism group of a self-
dual generalized doubly-eben code is always contained in the alternating group.

The code Y is G-invariant since gvι = vgιg
−1 for all involutions ι and all g ∈ G.

Hence

Remark 2.2.5. Assume that there exists a generalized doubly-even code in FN . Then the
space Y ⊥/Y carries a well-defined quadratic form

q : v + Y 7→
f∑
i=1

wt(G(tiv))

2
t2i ,

where (t1, . . . , tf ) is a Trace-orthogonal F2-basis of F, and G is the Gray map (see Section
2.2.3). The polar form λ(q)(v + Y,w + Y ) = β(v, w), and the doubly-even self-dual
G-invariant codes in FN are in correspondence with the G-invariant isotropic self-dual
subspaces of Y ⊥/Y .

The Type of doubly-even self-dual codes in FN can now be modeled as a rep-
resentation of the form ring

R = R(FG, J) = (R = FG,M = R, id,Φ = 〈1, Im( {{ }} )〉)

introduced in Example 2.1.9. It follows already from Remark 2.1.10 that when-
ever there exists a self-dual doubly-even G-invariant code in FN then there ex-
ists a representation of R which models these codes. Here this representation is
T (Y ⊥/Y, q), according to Example 2.1.9, since

Remark 2.2.6. For every v ∈ Y ⊥ and r = rJ ∈ R,

λ(q)(v + Y, r(v + Y )) = β(v, rv) = 0.

Proof. The element r = rJ if and only if r lies in the kernel of {{ }} , which is
generated as anR-qmodule by the elements g+g−1, for g ∈ G, and the involutions
of G, and it suffices to proof the claim for these generators. For the first kind of
generators one calculates that

β(v, (g + g−1)v) = β(v, gv) + β(v, g−1v) = β(v, gv) + β(v, gv) = 0

For the second kind of generators, note that for all v ∈ FN

β(v, ιv) =
N∑
i=1

vivι(i) =
∑
i=ι(i)

v2
i +

∑
{i,ι(i)}, i 6=ι(i)

vivι(i) + vι(i)vi =
∑
i=ι(i)

v2
i .

Clearly the latter is zero whenever v ∈ Y ⊥, which shows the assertion. �
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2.3 The graph ΓT of self-dual Type T codes

Let T = (V, ρM , ρΦ, β) be a representation of the form ringR and let

C(T ) := {C ≤ V | C is a self-dual Type T code}.

This section introduces a graph ΓT with vertex set C(T ) and describes a method to
find all neighbors in ΓT of a code C ∈ C(T ). It is shown that the graph ΓT is con-
nected and hence, starting with one self-dual Type T code, one can successively
compute neighbors to determine C(T ) completely.

Definition 2.3.1. The length l(W ) of a submoduleW of V is the length of a composition
series of W . It is well-defined by the Jordan-Hölder Theorem.

Remark 2.3.2. Let C,D ∈ C(T ). Then l(C) = l(D).

Proof. The map ⊥ : M 7→ M⊥ is an antiautomorphism of the submodule
lattice of V . Hence if

{0} = M0 ≤M1 ≤ . . . ≤Mk = C

is a composition series of C then

C = M⊥
k ≤ . . . ≤M⊥

1 ≤M⊥
0 = V

is a composition series of V/C. In particular l(V ) is even whenever C(T ) is
nonempty, and l(C) = l(V )

2
does not depend on C ∈ C(T ). �

Definition 2.3.3. The distance between two vertices C,D ∈ C(T ) is d(C,D) =
l(C/C ∩D). The codes C,D are called neighbors if d(C,D) = 1.

Remark 2.3.4. The map d is symmetric and satisfies the triangle inequality, i.e.

d(C,D) = d(D,C) and d(C,D) ≤ d(C,E) + d(E,D)

for all C,D,E ∈ C(T ).

Proof. For the symmetry of d, note that

l(C) = d(C,D) + l(C ∩D) and l(D) = d(D,C) + l(C ∩D).

Since l(C) = l(D) by Remark 2.3.2, this yields d(C,D) = d(D,C). For the triangle
inequality, note that

d(C,D) = l(C/C ∩D) ≤ l(C/C ∩D ∩ E) = d(D,E) + l(E ∩D/C ∩ E ∩D),

hence it suffices to show that l(D ∩ E/C ∩D ∩ E) ≤ d(C,E) = l(E/C ∩ E). This
follows from the elementary observation that for any two submodules N ≤M ≤
V , a proper inclusion chain N ∩D ≤ X ≤M ∩D yields a proper inclusion chain
N ≤ X +N ≤M . �
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Definition 2.3.5. The neighbor graph ΓT has vertex set C(T ), and two vertices C,D
are adjacent if and only if they are neighbors.

Theorem 2.3.6. The graph ΓT is connected, and the distance of two vertices C,D equals
d(C,D).

Proof. Let C,D ∈ C(T ) be two vertices of ΓT . Induction on k := d(C,D) shows
that the minimum number δ(C,D) of edges of a path in ΓT connecting C and D
equals d(C,D). Clearly k = 0 if and only if D = C. If k = 1 then C,D are adjacent
in ΓT , by definition. Hence the claim follows for k = 0 and k = 1. Assume that
d(C,D) ≥ 2. Then there exists a code C1 ∈ C(T ) with

d(C,C1) = 1 and d(C1, D) = d(C,D)− 1,

which is constructed as follows. Since d(C,D) ≥ 2 there exists a submodule
C ∩ D ≤ X ≤ D such that S := X/(C ∩ D) is simple. Let C1 := (C + X)⊥ + X ,
then

C⊥1 = (C +X) ∩X⊥ = C ∩X⊥ +X = (C +X)⊥ +X = C1

since X ≤ X⊥. It follows that C1 is Type T , since X and (C + X)⊥ are Type T .
Since the map

C +X → X/(C ∩D), c+ x 7→ x+ C ∩D

is a well-defined group epimorphism with kernel C, the module (C +X)/C ∼= S
and henceC/(C+X)⊥ is simple. The situation is illustrated by the diagram below.

•C +X

??????????

S

����������

•C

?????????? • C1

????????????????????

���������� • D

��������������������

•
(C +X)⊥

????????????????????

• X
S

����������

•
C ∩D

In particular d(C,C1) = 1 since C ∩ C1 = (C + X)⊥, and d(C1, D) = d(C,D) − 1
since C1 ∩D = X . Hence by induction

δ(C,D) ≤ δ(C,C1) + δ(C1, D) = d(C,C1) + d(C1, D) = d(C,D).

It remains to show that d(C,D) ≤ δ(C,D). Let (C = C0, C1, . . . , Ct = D) be the
vertices of a shortest path in ΓT connecting C and D. This yields a submodule
chain

C ≥ C ∩ C1 ≥ . . . ≥ C ∩ Ck−1 ≥ C ∩D.
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The factors
C ∩ Ci/C ∩ Ci−1 = C ∩ Ci/C ∩ Ci ∩ Ci+1

are zero or simple, sinceCi/Ci∩Ci+1 is simple, as observed in the proof of Remark
2.3.4. Hence d(C,D) ≤ δ(C,D).

�

2.3.1 Equivalence of codes and automorphisms of ΓT

This section defines a finite group WAut(T ) which acts on the set C(T ) of all self-
dual Type T codes, such that the neighbor search given in the previous section
can be restricted to the computation of a subset of C(T ) containing exactly the
orbit representatives of this action. In the case of the Type of linear codes C ≤ FN
with G ≤ Aut(C), for a group G ≤ SN , we give a subgroup of WAut(T ) which
preserves all the properties of codes which are of interest in coding theory, like
the weight distribution and the structure of the automorphism group.

Definition 2.3.7. The weak form isometries (cf. Definition 2.1.13) of T onto itself form
a group WAut(T ), called the weak automorphism group (cf. [33, Definition 1.11.2]).

Remark 2.3.8. For a code C ∈ C(T ), let N (C) be the set of all neighbors of C in the
neighbor graph. The weak automorphism group WAut(T ) acts on C(T ), by (Θ, C) :=
α(C), for Θ = (αR, αM , αΦ, α) ∈WAut(T ) and C ∈ C(T ), and α(N (C)) = N (α(C)).

Proof. To see that α(N (C)) = N (α(C)), let D ∈ N (C). The quotient

α(C)/(α(C) ∩ α(D)) = α(C/α(C ∩D) = α(C/C ∩D)

is simple, since C/C ∩ D is simple. Hence α(D) ∈ N (α(C)), which shows the
inclusion α(N (C)) ⊆ N (α(C)). The other inclusion follows by changing to the
inverse of α. �

Corollary 2.3.9. The group WAut(T ) acts on C(T ) as graph automorphisms of ΓT ,
i.e. two vertices C,D are adjacent if and only if Θ(C),Θ(D) are adjacent, for every
Θ ∈WAut(T ).

Corollary 2.3.10. Let Y ≤ WAut(T ) be a subgroup. Then there exists a connected
subgraph of ΓT with vertices the orbit representatives of the action of Y on C(T ). This
subgraph is computed by the following algorithm.

1. L := {C}, L′ := {C}

2. Compute the set NL′ := ∪l′∈L′N (l′) of all neighbors of elements of L′.

3. Choose a subset L′′ ⊆ L∪NL′ such that all codes in L′′ lie in different orbits under
the action of Y .

4. If NL′ ∩ L′′ ⊆ L then return L.
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5. Go to 2 with L := L′′, L′ := NL′ ∩ L′′.

The theory of weak automorphisms and graph automorphisms is now applied
to linear codes over finite fields with prescribed automorphisms. The symmetric
group SN acts naturally on the set of all self-dual linear codes in FN , but not on
the set

C(F, G) := {C = C⊥ ≤ FN | G ≤ Aut(C)}

of all G-invariant self-dual codes for a group G ≤ SN , since for C ∈ C(F, G) and
π ∈ SN the code π(C) is not necessarily G-invariant.

Remark 2.3.11. The normalizer N := NSN (G) acts on C(F, G) by η · C = η(C), for
η ∈ N and C ∈ C(F, G). Two codes C,D ∈ C(F, G) are called normalizer equivalent
if they are in the same orbit under this action.

Proof. For a code C ≤ FN and η ∈ N, the code η · C has Aut(η · C) =
ηAut(C)η−1 and hence G ≤ Aut(η · C) whenever G ≤ Aut(C). �

The action of N on C(F, G) is the action of some subgroup of the weak au-
tomorphism group WAut(T (F, G)), where T (F, G) is the Type of self-dual G-
invariant codes in FN : Recall that the underlying form ring is

R(F, G) = (FG,FG, id,FG/Λ = FG/{a− aJ | a ∈ FG})

(cf. Definition 2.2.4). For every element η ∈ N, the triple (αη, αη, αη/Λ) is a form
ring automorphism, where the F-linear map αη : FG→ FG is defined by αη(G) =
ηgη−1, for g ∈ G, and αη/Λ(a+ Λ) = αη(a) + Λ, for a ∈ FG. Let α : FN → FN , v 7→
ηv, then Θη := (αη, αη, αη/Λ, α) is a weak form isometry of T (F, G). Hence the
theory above applies to normalizer equivalence. In particular

Corollary 2.3.12. The algorithm in Corollary 2.3.10 computes the normalizer equiva-
lence classes of self-dual G-invariant codes in FN , with Y = {Θη | η ∈ N}. In particu-
lar, for G = {1}, the algorithm computes the permutation equivalence classes of self-dual
codes in FN .

Since general the normalizer N = NSN (G) is not so easily computed, one may
prefer to compute the orbits of a subgroup of N on C(F, G). If G is transitive then
the centralizer CSN (G) ⊆ N may be appropriate since it is very easy to compute
in this case, as shown in the following theorem.

Theorem 2.3.13. The centralizer CSN (G) acts as form isometries on FN , and if G is
transitive then CSN (G) ∼= NG(H)/H , where H = StabG(1).

Proof. The first part of the claim is clear. Assume that G is transitive, then one
may define an action of NG(H) on the set {1, . . . , N} by

g(1) ∗ η := g(η(1)),

for g ∈ G and η ∈ NG(H). To see that this action is well-defined, i.e. that g(η(1)) =
g̃(η(1)) whenever g(1) = g̃(1), note that g−1g̃ ∈ H if and only if η−1g−1g̃η ∈ H ,
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since η ∈ NG(H). The group homomorphism ∆ : NG(H) → CSN (G) induced
by this action has kernel H , and surjectivity can be seen as follows. Due to the
transitivity of G, there exists some element η ∈ G with η(1) = π(1), and since

hη(1) = hπ(1) = πh(1) = π(1) = η(1)

for all h ∈ H , the element η normalizes H , i.e. π(1) = η(1) = 1∗η. Since the action
of π and η is determined by π(1) and η(1), respectively, the claim follows. �

If G is transitive then the quotient N/CSN (G) is isomorphic to a subgroup of
the automorphism group Aut(G), which is described in the following theorem.

Theorem 2.3.14. Let G be a transitive permutation group of degree N and let H :=
StabG(1). Let AutH(G) be the set of all automorphisms α of G such that H and α(H)
are conjugate in G. Then

N/CSN (G) ∼= AutH(G).

Proof. The normalizer N acts as group automorphisms on G, via (g, η) = gη =
ηgη−1. This gives rise to a homomorphism

N→ Aut(G), η 7→ (g 7→ gη),

with kernel CSN (G). The group H is mapped to StabG(η(1)), which is conjugate
to H , due to the transitivity of G. Hence there is a well-defined group monomor-
phism

ϕ : N/CSN (G)→ AutH(G), η · CSN (G) 7→ (g 7→ gη).

To see that ϕ is surjective, let α ∈ AutH(G) and assume without loss of generality
that α(H) = H . Then α induces a permutation π ∈ SN , given by π(x(1)) =
α(x)(1), for x ∈ G. This permutation satisfies

πgπ−1(x(1)) = πgα−1(x)(1) = α(gα−1(x))(1) = α(g)(x(1))

for all g, x ∈ G, and hence πgπ−1 = α, i.e. π is a preimage of α under ϕ, and the
claim follows. �

Corollary 2.3.15. If G is a transitive permutation group then N ∼= NG(H)/H o
AutH(G), where H,AutH(G) are as above.

Proof. By Theorem 2.3.13, the quotient NG(H)/H ∼= CSN (G), and the normal
subgroup CSN (G) of N has a complement isomorphic to AutH(G), which is seen
as follows. Consider AutH(G) as a subgroup of N by means of the embedding

ι : AutH(G)→ N, α 7→ (x(1) 7→ α(x)(1)), x ∈ G.

To see that ι is injective, note that every element α ∈ ker(ι) maps α(g) = hgg with
some element hg ∈ H , for all g ∈ G. The identity

hxxhgg = α(x)α(g) = α(xg) = hxgxg



2.3. THE GRAPH ΓT OF SELF-DUAL TYPE T CODES 25

implies that xhgx−1 ∈ H for all x, g ∈ G, i.e. hg ∈ ∩x∈Gx−1Hx = {1}. Hence α is
the identity, which shows the injectivity of ι. In this sense, AutH(G) ∩ CSN (G) =
{1}, since if α ∈ AutH(G)∩CSN (G) then α(gx)(1) = g(α(x)(1)) for all g, x ∈ G and
hence α(g) = g for all g ∈ G. Now the claim follows with Theorem 2.3.14. �

Remark 2.3.16. Note that the proof of Theorem 2.3.14 provides an algorithm to compute
N whenever G is transitive, as follows.

1. Determine the subgroup Λ of Aut(G) containing all automorphisms which leave
H invariant.

2. For every element α of a generating subset G of Λ compute the well-defined permu-
tation πα : g(1) 7→ α(g)(1).

3. Compute N = 〈G,CSN (G), πα | α ∈ G〉.

In an implementation in Magma ([3]) this algorithm turns out to be fast if Aut(G) is not
too difficult to handle in the first step. In many interesting cases, for instance for G =
M12, the inner automorphism group has index 2 in Aut(G) and hence either AutH(G) =
G or AutH(G) = Aut(G). Since the latter is easy to test and G can easily be determined
from a generating subset of AutH(G), the algorithm has a good performance in these
cases.

2.3.2 Block decomposition

Let R be a finite ring with unity. An idempotent is an element 0 6= e ∈ R with
e2 = e. Two idempotents e, f are called orthogonal if ef = fe = 0. The idempotent
e is called primitive if for all orthogonal idempotents f, g ∈ R with e = f+g, either
f = e or g = e. A central primitive idempotent is a primitive idempotent of the
center of R. The following is well-known.

Lemma 2.3.17. (i) Let e, f be central primitive idempotents. Then either e = f or
ef = fe = 0.

(ii) There exists a unique decomposition 1 = e1 + . . .+ ek into central primitive idem-
potents. This induces a decomposition

R = e1R× . . .× ekR

into ringdirect summands, called the blocks of R, and every left R-module V is a
direct sum

V = e1V ⊕ . . .⊕ ekV.

Remark 2.3.18. Let R be a form ring over the ring R, with associated involution J ,
and let e ∈ R be a central idempotent with eJ = e. Then every finite representation
T = (V, ρM , ρΦ, β) ofR decomposes as T = eT ⊥ (1− e)T , where

eT = (eV, ρM , ρΦ, βe),
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with βe(ev, ew) = β(ev, ew), and (1− e)T is defined similarly. If C ≤ V is a submodule
then C = eC ⊥ (1 − e)C, and (eC)⊥,βe = (eC)⊥,β ∩ eV = eC⊥,β . In particular
every self-dual Type T code is the orthogonal sum of two self-dual codes of Type eT and
(1− e)T , respectively.

Remark 2.3.19. LetR be a form ring overR and let 1 = e1+. . .+ek be the decomposition
into central primitive idempotents. For every finite representation T on the R-module V ,
the group WAut(T ) acts on the set {eiV | i ∈ {1, . . . , k}}, by

(Θ, eiV ) = α(eiV ) = αR(ei)V,

for Θ = (αR, αM , αΦ, α) ∈WAut(C).

Let 1 = c1 + . . .+ct be a decomposition into pairwise orthogonal central idem-
potents such that cJi = αR(ci) = ci for all i and all Θ = (αR, αM , αΦ, α) ∈WAut(T ).
Then T =⊥ti=1 Ti, where Ti = (ciV, ρM , ρΦ, βci), and every code C ∈ C(T ) decom-
poses as

C = c1C ⊥ . . . ⊥ ctC,

with summands ciC ∈ C(Ti). Every subgroup Y of WAut(T ) acts on C(Ti) as
weak automorphisms, and every element Θ ∈ Y satisfies Θ ·C = D if and only if
Θ · (ciC) = ciD for all i.

Corollary 2.3.20. The following modification of the algorithm in Corollary 2.3.10 gives
orbit representatives for the action of some subgroup Y of WAut(T ) on C(T ), performing
the neighbor search only on the direct summands ciV .

1. Let i := 1, F := {0}.

2. For C ∈ F , find a set OC of orbit representatives of C(Ti) under the action of
StabY (C).

3. Go to 1. with i := i+ 1, F := {C ⊕X | C ∈ F, X ∈ OC}.

Chapter 7 treats the case where T is the Type of G-invariant codes in FN , for
some subgroup G ≤ SN . The underlying ring is the group algebra FG, and on
the set C(T ) the normalizer NSN (G) acts as weak automorphisms. The following
Lemma states that in this case, there exists some non-trivial decomposition 1 =
c1 + . . .+ ct as above.

Lemma 2.3.21. Let F be a finite field, let G ≤ SN be a finite group, and let e ∈ FG be
the central primitive idempotent belonging to the trivial G-module. Then eJ = e, and
ηeη−1 = e for all η ∈ NSN (G).

Proof. The element e acts as the identity on the trivial G-module and all other
central primitive idempotents annihilate the trivial module. Hence e =

∑
g∈G egg

is the unique central primitive idempotent with
∑

g∈G eg = 1. The elements eJ

and ηeη−1, for η ∈ NSn(G), are central primitive idempotents which also have
this property, hence are equal to e. �



Chapter 3

Permutations and the neighbor graph

This chapter treats codes in the classical sense, i.e. a code is a subspace of FN , for
a finite field F. Orthogonality is defined through the standard scalar product

β : FN × FN → F, ((v1, . . . , vN), (w1, . . . , wN) 7→
N∑
i=1

viwi,

that is, the dual of a code C is

C⊥ = {v ∈ FN | β(v, c) = 0 for all c ∈ C},

which is again a code. In this chapter a self-dual code (i.e. C = C⊥) over a field of
odd characteristic, or a self-dual generalized doubly-even code (cf. Definition 2.2.1)
is viewed as a maximally isotropic subspace of some quadratic space (V, q), i.e. V
is a vector space over F and q : V → F is a map such that q(fv) = f 2q(v) for all
f ∈ F and v ∈ V , and

λ(q) : V × V → F, (v, w) 7→ q(v + w)− q(v)− q(w)

is bilinear. Recall that a subspace U ≤ V is called isotropic if q(U) = 0. The
automorphism group

Aut(C) := {π ∈ SN | π(C) = C}

is viewed as a subgroup of the orthogonal group

O(V, q) = {ϕ ∈ Aut(V ) | q(v) = q(ϕ(v)) for all v ∈ V }.

To state this more precisely, assume first that F has odd characteristic. Then the
quadratic forms on V = FN are in correspondence with the symmetric bilinear
forms on V , and a code C ≤ V is self-dual if and only if 2 dim(C) = N and C is
isotropic with respect to the quadratic form q := {{ β }} : v 7→ β(v, v). Moreover,
the orthogonal group

O(V, β) = {ϕ ∈ Aut(V ) | β(v, w) = β(ϕ(v), ϕ(w)) for all v, w ∈ V }

27
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of the bilinear space (V, β) equals the orthogonal group O(V, q), since λ( {{ β }} ) =
2β. There exists a natural embedding

ι : SN ↪→ O(V, q), π 7→ (bi 7→ bπ(i)),

where (b1, . . . , bN) is the standard orthonormal basis of V . In particular Aut(C)
is isomorphic to a subgroup of O(V, q). Hence for a subgroup G ≤ SN , the self-
dual G-invariant codes in (V, β) are in correspondence with the ι(G)-invariant
isotropic subspaces C of (V, q) which have 2 dim(C) = N .

If F has characteristic 2 then the correspondence between symmetric bilinear
and quadratic forms no longer exists, and the isotropic subspaces of (V, {{ β }} )
are in general not self-orthogonal with respect to β. However, the generalized
doubly-even self-dual codes of length N are in correspondence with the maxi-
mally isotropic subspaces of the quadratic space Ṽ := 〈1〉⊥/〈1〉, where 1 ∈ FN
is the all-ones vector, and the weight (cf. Definition 2.2.1) is used to define the
appropriate quadratic form. Again, the symmetric group SN embeds into the
orthogonal group of Ṽ and Aut(C) preserves the subspace C/〈1〉 ≤ Ṽ .

This chapter discusses automorphism groups of self-dual codes against the
background described above: In either of the two cases, SN acts as isometries on
a quadratic space V , i.e. induces graph automorphisms of the neighbor graph
Γ of all self-dual isotropic subspaces of V (cf. Chapter 2). A permutation group
leaves a self-dual code invariant if and only if its action on Γ preserves a vertex.
From the investigation on the action of transpositions on Γ one concludes that
the automorphism group of a self-dual code in odd characteristic, or a general-
ized doubly-even code, always lies in the alternating group. In characteristic 2,
Theorem 3.2.7 characterizes the situation in which there exists a self-dual gener-
alized doubly-even code. The results in this chapter are published in the paper
[12].

3.1 Isometries as automorphisms of Γ

Let (V, q) be a non-degenerate quadratic space over the finite field F, i.e. the po-
lar form λ(q) is non-degenerate. Let C(V, q) be the set of all maximally isotropic
subspaces of V . Two elements C,D ∈ C(V, q) are called neighbors if

dim(C/C ∩D) = 1

(cf. Definition 2.3.3). The neighbor graph Γ = Γ(V, q) has the elements of C(V, q)
as vertices, and two vertices C,D are adjacent if and only if they are neighbors.
It follows from Example 2.1.9 that the isotropic subspaces of V form a Type of
codes and hence the results in Section 2.3 on the graphs of Type T codes apply to
Γ. In particular, Γ is connected and the distance between two vertices C,D in Γ
equals dim(C/C ∩ D) = dim(D/C ∩ D). The orthogonal group O(V ) = O(V, q)
acts transitively on C(V, q) by Witt’s Theorem (cf. [22, Satz 3.4]). Since

dim(C/C ∩D) = dim(ϕ(C)/ϕ(C) ∩ ϕ(D))
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for all vertices C,D ∈ C(V, q) and all ϕ ∈ O(V ), the vertices C,D are adjacent
if and only if ϕ(C), ϕ(D) are adjacent and hence the action of O(V ) on C(V, q)
induces graph automorphisms of Γ. The following two sections show that Γ is
bipartite and that O(V ) acts on the set of the two partitions, yielding a group
epimorphism O(V ) → C2. To this aim Section 3.1.2 investigates the action of the
reflections in O(V ) on the set C(V, q). Recall that the reflection at the hyperplane
orthogonal to an anisotropic vector v is the isometry

σv : V → V, w 7→ w − λ(q)(v, w)

q(v)
v.

To show that Γ is bipartite, we need another group epimorphism δ : O(V ) → C2,
which is the determinant or the Dickson invariant, depending on the characteris-
tic of F (cf. Section 3.1.1). We find that every reflection interchanges the partitions
of Γ (cf. Theorem 3.1.11). Since every reflection σ ∈ O(V ) satisfies δ(σ) = −1, this
allows to conclude that, whenever O(V ) is generated by reflections, the stabilizer
in O(V ) of a maximally isotropic subspace of V is contained in the kernel of δ.

3.1.1 Determinant and Dickson invariant

If F has odd characteristic thenO(V ) is generated by reflections (cf. [22, Satz 3.5]),
and the parity of reflections whose product is ϕ is given by the determinant, for
every isometry ϕ.

Remark 3.1.1. Assume that F has odd characteristic and let σ ∈ O(V ) be a reflection.
Then det(σ) = −1. Hence ϕ ∈ O(V ) has det(ϕ) = 1 if and only if it is a product of an
even number of reflections, and this parity is well-defined.

Proof. Let v ∈ V be an anisotropic vector such that σ is the reflection at the
hyperplane H orthogonal to v. Then σ(v) = −v, and every element of H is fixed
by σ. Hence if B is a basis of H then (B, v) is a basis of V , with respect to which σ
acts as diag(1, . . . , 1,−1), and hence det(σ) = −1 as claimed. �

If F has characteristic 2 thenO(V ) is generated by reflections, too, except when
V is the orthogonal sum of two hyperbolic planes (cf. [37]). But in characteristic
2 every isometry has determinant 1, i.e. we need a different group epimorphism
to describe the parity of reflections whose product is the isometry ϕ. To this aim
Definition 3.1.2 introduces the Clifford algebra C(V ) and a certain subalgebra Z
of C(V ) on which the orthogonal group O(V ) acts as automorphisms. It is shown
that the automorphism group of Z is cyclic of order 2 (cf. Corollary 3.1.6). Hence
the action of O(V ) on Z induces a group homomorphism D : O(V )→ C2, which
is called the Dickson invariant (cf. Definition 3.1.8).

Definition 3.1.2. (see [22, Def. 5.3]) A Clifford algebra C(V ) = C(V, q) is an F-
algebra together with a homomorphism h : V → C(V ), such that h(v)2 = q(v) in
C(V ) for all v ∈ V , and for every F-algebra B and every homomorphism g : V → B
with g(v)2 = q(v) for all v ∈ V , there exists a uniquely determined homomorphism
α : C(V )→ B with α(h(v)) = g(v) for all v ∈ V .
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It is well-known that for every quadratic space (V, q) there exists a Clifford
algebra C(V, q), which is uniquely determined up to isomorphism (cf. [22]), and
that the associated map h is always injective. Note that in the Clifford algebra,

vw + wv = (v + w)2 − v2 − w2 = q(v + w)− q(v)− q(w) = λ(q)(v, w)

for all v, w ∈ V .

Remark 3.1.3. (cf. [22, Satz 5.12]) If the dimension of V is n then the dimension of the
Clifford algebra is 2n. More precisely, if (e1, . . . , en) is a basis of V then

B := {ei1 · . . . · eik | i1 < . . . < ik ∈ {1, . . . , n}}

is a basis of C(V ), where the empty product equals 1 and is an element of the basis. As
vector spaces, C(V ) = C0(V )⊕ C1(V ), where

Cj(V ) = 〈ei1 · . . . · eik ∈ B | k ≡ j mod 2〉

has dimension 2n−1. Then Ck(V )Cl(V ) ⊆ Ck+l(V ), where all indices are modulo 2.
Hence C(V ) is a graded algebra mod 2. In particular C0(V ) is a subalgebra of C(V ),
called the even subalgebra.

Theorem 3.1.4. (see [22, (5.9)]) Let (V, q) = (V1, q1) ⊥ (V2, q2) be an orthogonal de-
composition. On the vector space C(V1, q1)⊗ C(V2, q2) define a multiplication by

(v1 ⊗ w1) · (v2 ⊗ w2) = (−1)ij(v1v2 ⊗ w1w2),

where i = 1 if w1 ∈ C1(V2), and j = 1 if v2 ∈ C1(V1), and i = j = 0 otherwise. With
this multiplication C(V1, q1)⊗ C(V2, q2) ∼= C(V, q), via (v1 ⊗ v2) 7→ v1 · v2.

From now on assume that F has characteristic 2. Then the non-degenerate
symmetric bilinear form β := λ(q) is symplectic and hence dim(V ) = 2m is even,
and there exists a basis (e1, . . . , e2m) of V such that

β(ei, ej) = 0, β(em+i, em+j) = 0 and β(ei, em+j) = δij (3.1)

for i, j ∈ {1, . . . ,m}. If the quadratic space (V, q) has Witt defect 0 (cf. Remark
4.2.8) then V is the orthogonal sum of hyperbolic planes, and we may assume that
q(ei) = q(em+i) = 0 for all i. Otherwise, (V, q) ∼=⊥m−1

i=1 H ⊥ V1 is the orthogonal
sum of hyperbolic planes H and an anisotropic space (V1, η), where V1

∼= Fq2 ,
if F has q elements, and η : x 7→ xq+1 is the Norm form. In this case, we may
still assume that q(ei) = q(em+i) = 0 for all i ∈ {1, . . . ,m − 1}, and by suitable
scaling, that q(em) = 1 and β(em, e2m) = 1. Note that then the polynomial x2 +
x + q(e2m) ∈ F[x] is irreducible since if λ were a root of this polynomial then the
vector v = λem + e2m would satisfy

q(v) = q(λem) + β(λem, e2m) + q(e2m) = λ2 + λ+ q(e2m) = 0,

which contradicts the anisotropy of V1.
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Theorem 3.1.5. (see [4, p.3]) The center Z of C0(V, q) is a 2-dimensional vector space
over F, generated by the elements 1 and z :=

∑m
i=1 eiem+i, where (e1, . . . , e2m) is a basis

of V as in (3.1).

Proof. We proceed by induction on m. If m = 1 then dim(C0(V, q)) = 2, by
Remark 3.1.3. Hence it suffices to show that e1e2 ∈ Z, and to this aim it suffices
to show that e1e2 commutes with the element e2e1, which is obvious.

For m > 1, let V = V1 ⊥ V2 be an orthogonal decomposition into subspaces
with symplectic bases (e1, . . . , e2m) and (f1, . . . , f2m), respectively. Clearly

C0(V1) · C0(V2) ⊆ C0(V ),

and hence every element of Z centralizes the subalgebras C0(Vi). By induction,
the center of C0(Vi) has a basis (1, zi), where z1 + z2 = z. Hence Z is contained in
the subalgebra generated by the elements 1, z1, z2, z1 · z2, by Theorem 3.1.4. Let

x = λ1 + λ2z1 + λ3z2 + λ4z1 · z2 ∈ Z,

with λi ∈ F for i ∈ {1, . . . , 4}. The element e1 · f1 ∈ C0(V, q), and an elementary
calculation shows that

xe1 · f1 − e1 · f1x = (λ2 + λ3)e1 · f1 + λ4e1 · f1(1 + z1 + z2).

Hence if x ∈ Z then λ2 = λ3 and λ4 = 0. This yields x ∈ 〈1, z〉. One easily verifies
that indeed, z ∈ Z, which proves the assertion. �

Corollary 3.1.6. If (V, q) has Witt defect 0 then the F-algebra Z ∼= F⊕ F. Otherwise Z
is a quadratic field extension of F. In either of the two cases, Aut(Z) ∼= C2 is generated
by the automorphism z 7→ z + 1.

Proof. Let z be as in Theorem 3.1.5. As one easily verifies,

z2 + z =
m∑
i=1

q(ei) q(em+i).

Hence if V has Witt defect 0 then z has minimal polynomial x2 + x and hence
Z ∼= F[x]/(x2 + x) ∼= Fz ⊕ F(z + 1), and every algebra automorphism of Z either
interchanges or fixes the primitive idempotents z, z + 1. If V has Witt defect 2
then z has minimal polynomial x2 + x+ q(e2m), which is irreducible as remarked
above. Hence in this case Z ∼= F[x]/(x2 + x + q(e2m)) is a field, and every alge-
bra automorphism of Z either interchanges or fixes the roots z and z + 1 of the
polynomial x2 + x+ q(e2m) over Z. �

Corollary 3.1.7. Let ϕ ∈ O(V ). If h : V ↪→ C(V ) is the embedding associated with
C(V ) then h ◦ϕ : V ↪→ C(V ) is another embedding and hence by the universal property
of the Clifford algebra there exists a unique algebra automorphism cϕ of C(V ) with cϕ ◦
h = ϕ◦h, i.e. which extends ϕ. The subalgebra Z is left invariant under cϕ, and cϕ either
induces the identity on Z or the automorphism of order 2 given by cϕ(z) = z + 1, where
z is as in Theorem 3.1.5.
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Definition 3.1.8. The Dickson invariant is the group homomorphism D : O(V, q) →
C2 = {1,−1} with D(ϕ) = 1 if and only if ϕ induces the identity on Z.

Remark 3.1.9. If σ is a reflection then D(σ) = −1. Hence if O(V ) is generated by
reflections then an element ϕ ∈ O(V ) lies in the kernel of D if and only if it is a product
of an even number of reflections, and this parity is well-defined since D is well-defined.

Proof. All reflections are conjugate in O(V ), since if σv, σw are reflections at
vectors v, w then by suitable scaling one may assume that q(v) = q(w), since
every element in F is a square. By Witt’s Theorem there exists an isometry h
with h(v) = w and hence σw = σh(v) = hσvh

−1. Hence it suffices to show the claim
for the reflection σ = σe1−em+1 interchanging the basis vectors e1, em+1 and fixing
all other basis vectors. Now

cσ(z) = em+1e1 +
m∑
i=2

eiem+i = 1 +
m∑
i=1

eiem+i = 1 + z

and hence D(σ) = −1, which shows the assertion. �

The Dickson invariant may also defined in odd characteristic, via the action of
O(V ) on the centralizer of C0(V ) in C(V ), which equals Z if V has even dimen-
sion. The Dickson invariant is then equal to the determinant (cf. [22]).

3.1.2 Reflections and the neighbor graph

Let (V, q) be a non-degenerate quadratic space over the finite field F (of arbitrary
characteristic), of dimension 2m and Witt defect 0, whose orthogonal group is
generated by reflections.

Theorem 3.1.10. Let ϕ ∈ O(V ) such that there exists a maximally isotropic subspace of
V which is left invariant under ϕ. Then ϕ is a product of an even number of reflections.

Proof. Let U be a maximally isotropic subspace of V which is left invariant
under the isometry ϕ. Then U has a basis (e1, . . . , em) such that (e1, . . . , e2m) is a
basis of V as in 3.1. Write ϕ = ( A B

0 C ) with matrices A,B,C ∈ Fm×m, i.e.

ϕ(ej) =
m∑
i=1

Aijei and ϕ(em+j) =
m∑
i=1

Bijei + Cijem+i

for j ∈ {1, . . . ,m}. If F has odd characteristic then ϕ is a product of an even
number of reflections if and only if its determinant is 1. Since ϕ is an isometry,
the product ACtr = Im and hence det(ϕ) = det(A) det(C) = 1 as claimed. Now
assume that F has characteristic 2. By Remark 3.1.9, ϕ is a product of an even
number of reflections if and only if D(ϕ) = 1. Since ϕ is an isometry,

ABtr ∈ Altm(F) = {M ∈ Fm×m |M = M tr and Mii = 0 for i ∈ {1, . . . ,m}}
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and ACtr = Im. Let z be as in Theorem 3.1.5, then the automorphism cϕ of C(V, q)
induced by ϕ maps

cϕ(z) = cϕ(
m∑
i=1

eiem+i) =
m∑
i=1

ϕ(ei)ϕ(em+i) =
m∑
j=1

m∑
i=1

Aijei(
m∑
t=1

Btjet + Ctjem+t)

=
m∑

i,j,t=1

AijBtjeiet + AijCtjeiem+t =
m∑

i,j,t=1

(ABtr)iteiet + (ACtr)iteiem+t

=
∑

1≤i<t≤m

(ABtr)iteiet + (ABtr)itetei + (ACtr)ijeiem+j +
m∑

i,t=1

(ACtr)iteiem+t

=
m∑
i=1

eiem+i = z

and hence by definition D(ϕ) = 1 (see also [7]). �

Theorem 3.1.11. Let σ be a reflection, and let C be a maximally isotropic subspace of V .
Then σ(C) and C are neighbors. Conversely, if D is a neighbor of C then there exists a
reflection τ with Cτ = D.

Proof. To prove the first part of the theorem, let v ∈ V be an anisotropic
vector such that σ is the reflection at the hyperplane H orthogonal to v. Then
every vector in H is fixed by σ and hence C ∩H ⊆ C ∩ σ(C). Now

dim(C ∩H) = dim((C + 〈v〉)⊥) = dim(V )− dim(C + 〈v〉)
= 2m− (m+ 1) = m− 1

and hence dim(C/C ∩ σ(C)) ≤ dim(C/C ∩ H) = 1. According to the previous
theorem, C is not invariant under σ and hence dim(C/C ∩ σ(C)) = 1. Hence
σ(C) and C are neighbors. Conversely, let D be a neighbor of C. Then there exist
vC , vD ∈ V such that C = 〈C∩D, vC〉 andD = 〈C∩D, vD〉. The vector v := vC+vD
is anisotropic since q(v) = β(vC , vD) 6= 0. One easily verifies that the reflection at
the hyperplane orthogonal to v interchanges vC , vD and fixes the space C ∩ D.
Hence D = σ(C). �

Corollary 3.1.12. The neighbor graph Γ is bipartite, and an element ϕ ∈ O(V ) inter-
changes the two partitions if and only if it is a product of an odd number of reflections.
Otherwise both partitions are left invariant under ϕ.

Remark 3.1.13. Note that the assumption that V be of Witt defect 0 is necessary for
the theorems in this section. Let for instance V be a quadratic space over the finite field
F = Fq of characteristic 2, of dimension 2m and Witt defect 2. In this case, V = V0 ⊥ V1

is an orthogonal sum of a quadratic space V0 of dimension 2m − 2 and Witt defect 0,
and V1 = Fq2 with the anisotropic quadratic form Fq2 → Fq, x 7→ xq+1. Let σ be the
isometry which interchanges two nonzero vectors v, w ∈ V1 and fixes V0. Then σ is the
reflection at the hyperplane orthogonal to v+w and hence D(σ) = −1, by Remark 3.1.9.
On the other hand, every maximally isotropic subspace U of V that is contained in V0 is
left invariant under σ.
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3.2 Automorphisms of codes as isometries

This section shows how linear codes over a finite field can be viewed as subspaces
of a quadratic space and investigates which isometries are induced by the sym-
metric group SN . To this aim, let (b1, . . . , bN) be the distinguished orthonormal
basis of the standard scalar product β with respect to which one defines a code.
In odd characteristic, the map ι : π 7→ (bi 7→ bπ(i)) gives an embedding into the or-
thogonal group of the quadratic space FN , with the quadratic map {{ β }} induced
by the standard scalar product.

We will now investigate the situation when F has characteristic 2. Classically,
a binary code C ≤ FN2 is said to be doubly-even if the weight

wt(c) = |{i ∈ {1, . . . , N} | ci 6= 0}|

is a multiple of 4 for every codeword c = (c1, . . . , cN) ∈ C. Definition 2.2.1 extends
the notion of doubly-even codes to arbitrary finite fields of characteristic 2 (cf.
[35]).

Assume that N ≥ 4. The symmetric group SN acts on FN via π · (v1, . . . , vN) =
(vπ(1), . . . , vπ(N)). Since this action preserves the weight and fixes the vector 1, this
gives rise to an embedding

ι̃ : SN ↪→ O(Ṽ , q), π 7→ (v + 〈1〉 7→ π · v + 〈1〉).

In what follows, an element π ∈ SN may be identified with its image ι̃(π), and we
may write πU instead of ι̃(π)U , where U ≤ Ṽ is a subspace. Obviously a code C
is preserved by a permutation group G if and only if the space C/〈1〉 is preserved
by G. Hence

Remark 3.2.1. The self-dual doubly-even G-invariant codes C ≤ FN correspond to the
maximally isotropic G-invariant subspaces of (Ṽ , q).

To investigate the image ι̃(π) of an element π ∈ SN , observe that

Remark 3.2.2. If v lies in the F2-span of the F-basis (bi+ bN + 〈1〉 | i ∈ {1, . . . , N −2})
of Ṽ then q(v) = wt(v)

2
mod 2.

Proof. It suffices to show the claim for a basis vector bi + bN + 〈1〉. Since

Trace(tl · 1) = Trace(t2l ) = Trace(tl

f∑
k=1

tk)

for all l and hence
∑f

k=1 tk = 1, due to the nondegeneracy of the Trace form, one
calculates that

q(bi + bN + 〈1〉) =

f∑
k=1

wt(tk(bi + bN))

2
t2k =

f∑
k=1

t2k = (

f∑
k=1

tk)
2 = 1,

as claimed. �
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Lemma 3.2.3. Assume that N ≥ 4 is even. The composition D ◦ ι̃ = sign. More
precisely, if τij ∈ SN is a transposition then ι̃(τij) is a reflection.

Proof. Since all transpositions are conjugate in SN , and since the conjugate of
a reflection is again a reflection, one may assume that i = 1 and j = 2. Now

(v1, . . . , vN−2) = (b1 + bN + 〈1〉, . . . , bN−2 + bN + 〈1〉)

is a basis of Ṽ , such that ι̃(τ12) interchanges v1, v2 and leaves all other basis vectors
fixed. Hence ι̃(τ12) fixes the hyperplane orthogonal to the vector v1 + v2, which is
anisotropic, according to Remark 3.2.2. Hence ι̃(τ12) is the reflection σv1+v2 . �

Corollary 3.2.4. Let π ∈ SN . If sign(π) = −1 then ι̃(π) interchanges the two partitions
of the neighbor graph of all self-dual isotropic subspaces of (Ṽ , q). In particular the au-
tomorphism group of a self-dual generalized doubly-even code is always contained in the
alternating group.

In odd characteristic, the isometry ι(τij) interchanges the basis vectors bi and
bj and fixes all other basis vectors. Hence ι(τij) = σbi−bj is the reflection at the
hyperplane orthogonal to bi − bj . An application of Corollary 3.1.12 yields

Corollary 3.2.5. (see [41, Ch. 11]) Let F be a finite field of odd characteristic and let
π ∈ SN . If sign(π) = −1 then π interchanges the two partitions of the neighbor graph of
all self-dual codes in FN . If sign(π) = 1 then both partitions are left invariant under π.
In particular the automorphism group of a self-dual code is contained in the alternating
group AN .

Remark 3.2.6. Assume that F has odd characteristic. The monomial groupMN is the
wreath product {1,−1} oSN of SN with the subgroup of F∗ generated by−1. There exists
a natural embedding

MN ↪→ O(Fn), ((λ1, . . . , λn)o π) 7→ (bi 7→ λibπ(i))

for π ∈ SN and λ1, . . . , λn ∈ {1,−1}. The monomial automorphism group of a code
C ≤ FN is

MAut(C) := {ϕ ∈MN | ϕ(C) = C}.

If C is self-dual then it follows immediately from Theorem 3.1.10 and Remark 3.1.1 that
det(ϕ) = 1 for every ϕ ∈ MAut(C).

In characteristic 2 we can prove the following theorem which characterizes the
situation in which there exists a doubly-even self-dual G-invariant code. Apart
from the theory developed in this chapter, the proof uses the theory of Witt
groups (cf. Chapter 4.1) and a well-known result on the lengths of doubly-even
self-dual codes.

Theorem 3.2.7. Let G ≤ SN . There exists a self-dual generalized doubly-even code
C = C⊥ ≤ Fn with G ≤ Aut(C) if and only if the following three conditions are
fulfilled:
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(a) 8 | N , or [F : F2] is even and 4 | N ,

(b) every self-dual composition factor of the FG-module FN occurs with even multiplic-
ity,

(c) G ≤ AN .

Proof. Condition (a) is equivalent with the existence of a self-dual doubly-
even code in FN , as shown in [32] and also in Theorem 5.6.1. Condition (b) is
equivalent with the existence of a self-dual G-invariant code, by Corollary 4.1.28.
Hence if there exists a self-dual G-invariant code then conditions (a) and (b) are
fulfilled, and by Corollary 3.2.5 condition (c) is fulfilled as well.

Conversely, assume that the conditions (a),(b) and (c) are satisfied. Then there
exists a self-dual G-invariant code C. Assume that C is not doubly-even. The
map

q|C : C → F, c 7→ q(c+ 〈1〉)

is additive since C is self-dual, a G-module homomorphism since G ≤ O(Ṽ , q),
and surjective since C/〈1〉 is not isotropic. Hence ker(q|C) =: C0 is a G-module,
with dim(C/C0) = 1 and hence C⊥0 /C0 is a G-module of dimension 2. Moreover,
the quadratic map

C⊥0 /C0 → F, c+ C0 7→ q(c+ 〈1〉)

is well-defined and of Witt defect 0 since Ṽ is of Witt defect 0 by condition (a)
(cf. Remark 4.2.8). The two maximally isotropic subspaces of C⊥0 /C0 correspond
to the vertices D and E of the neighbor graph of all self-dual isotropic codes in
(Ṽ , q) which intersect C in its subcode C0. In particular the D and E are adjacent
in the neighbor graph, and hence both left invariant under ι̃(G), since G ≤ AN
(cf. Corollary 3.2.5). Thus the full preimages of D and E under the epimorphism
FN → Ṽ , v 7→ v + 〈1〉 are doubly-even G-invariant self-dual codes. �



Chapter 4

Witt groups

This chapter treats linear codes, i.e. subspaces of FN , where F is a finite field, as
modules for a group algebra. Orthogonality is defined via the standard scalar
product β(1) : FN × FN , or alternatively, if F = Fr2 has r2 elements, by means of
the Hermitian scalar product

β(r) : FN × FN → F, ((v1, . . . , vN), (w1, . . . , wN)) 7→
N∑
i=1

viw
r
i .

The dual of a linear code C ≤ FN is

C⊥ = C⊥,β
(ε)

= {v ∈ FN | β(ε)(v, c) = 0 for all c ∈ C},

for ε ∈ {1, r}. The code C is called self-orthogonal if C ⊆ C⊥, and self-dual if
C = C⊥. The orthogonal group is

O = O(FN , β(ε)) := {ψ ∈ Aut(FN) | β(ε)(ψ(v), ψ(w)) = β(ε)(v, w) for all v, w ∈ FN}.

Clearly O acts on the set of all self-dual codes in FN . The action of the monomial
subgroupMN of O is of particular interest since it preserves the weight distribu-
tion of a code (cf. Section 5.1). The groupM(ε)

N is the wreath product U oSN , where
U = {u ∈ F∗ | uεu = 1}. In matrices,

M(ε)
N = {X ∈ GL(F, N) | X(Xε)tr = IN},

where the powers in Xε are taken componentwise. We viewM(ε)
N as a subgroup

of O, via the natural embedding

M(ε)
N ↪→ O, ((λ1, . . . , λN)o π) 7→ (fi 7→ λifπ(i)),

where (f1, . . . , fN) is the standard basis of FN . This chapter investigates the mono-
mial automorphism group

MAut(C) := StabM(ε)
N

(C) = {ζ ∈M(ε)
N | ζ(C) = C}

37
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of a self-dual code C ≤ FN , by an inverse approach: Given a subgroup G ≤
M(ε)

N , we investigate whether there exists a G-invariant self-dual code C ≤ FN .
To this aim, we view FN as a G-module, where G acts as a subgroup of M(ε)

N .
The connection between codes and modules is given by the following trivial but
important remark.

Remark 4.0.8. Let C ≤ FN be a code and let G ≤ M(ε)
N be a subgroup. Then C is

G-invariant if and only if C is a G-submodule of FN .

The group algebra A = FM(ε)
N carries an involution J given by∑

M∈M(ε)
N

fMM 7→
∑

M∈M(ε)
N

f εMM
−1.

ThatM(ε)
N consists of isometries means that β(ε)(v, wa) = β(ε)(vaJ , w) for all v, w ∈

FN and a ∈ A, i.e. the module (FN , β(ε)) is equivariant (cf. Definition 4.1.1). In
Section 4.1 we view equivariant A-modules as elements of the Witt group, for a
general finite algebra A with involution. The structure of this group allows in
many cases, for instance if F has characteristic 2, to decide from the composition
factors of the G-module FN whether there exists a self-dual G-invariant code (cf.
Theorem 4.1.27).

4.1 The Witt group of an algebra with involution

Let A be a finite algebra with unity over the finite field F. Let J be an involution
of A, i.e. a bijective additive mapping with (ab)J = bJaJ and (aJ)J = a for all
a, b ∈ A. Assume that FJ = F, where F is naturally embedded into A via f 7→ f ·1.
The restriction of J to F is either the identity or has order 2. In the latter case
F = Fr2 has r2 elements and fJ = f r, for f ∈ F. If J is the identity on F then it is
said to be of the first kind, otherwise of the second kind (see for instance [37, Ch.8,
Remark 7.2]).

Definition 4.1.1. Let ε ∈ F∗. An ε-equivariant form on V (with respect to J) is a
biadditive mapping β : V × V → F such that

β(va, w) = β(v, waJ), β(v, w) = εβ(w, v)J and β(v, wλ) = β(v, w)λ

for all v, w ∈ V, a ∈ A and λ ∈ F. The form β is called non-degenerate if

αβ : V → HomF(V,F), v 7→ (w 7→ β(w, v))

is an isomorphism. If β is non-degenerate then (V, β) is called ε-equivariant.

Note that the existence of an ε-equivariant module (V, β) implies that εεJ = 1
since

β(v, w) = εβ(w, v)J = ε(εβ(v, w)J)J = εεJβ(v, w)
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for all v, w ∈ V . We will sometimes omit the ε in the context of equivariant
forms, if it is given by the context or if we do not refer to a specific value of ε. By
M(A, J, ε) we denote the set of all ε-equivariant A-modules.

Definition 4.1.2. Let (V, β) ∈M(A, J, ε). The orthogonal of a submodule C ≤ V is

C⊥ = {v ∈ V | β(v, c) = 0 for all c ∈ C},

which is again a submodule of V . If C ⊆ C⊥ then C is called self-orthogonal, and
if C = C⊥ then C is called a self-dual code. If C is self-orthogonal and there exists
no self-orthogonal submodule of V which properly contains C then C is called maxi-
mally self-orthogonal. If the zero module is maximally self-orthogonal then V is called
anisotropic, and if there exists a self-dual code in V then V is called metabolic.

The equivariant A-modules form a semigroup with the orthogonal sum as mul-
tiplication, i.e.

(V, β) ⊥ (V ′, β′) = (V ⊕ V ′, β ⊥ β′),

where (β ⊥ β′)(v + v′, w + w′) = β(v, w) + β′(v′, w′) for v, w, v′, w′ ∈ V . Define a
relation on M(A, J, ε) by letting (V, β) ∼ (V ′, β′) if and only if (V, β) ⊥ (V ′,−β′)
is metabolic. In this section it is shown that ∼ is an equivalence relation (cf. Cor.
4.1.6, [37]), hence modulo this relation M(A, J, ε) is a group.

Definition 4.1.3. The Witt group W(A, J, ε) is formed by the ∼-equivalence classes
[(V, β)] of equivariant A-modules, with multiplication

[(V, β)] ⊥ [(V ′, β′)] = [(V, β) ⊥ (V ′, β′)],

which is well-defined, due to the Cancellation Lemma 4.1.5. The class [(V, β)] is also
called the Witt Type of (V, β).

The following two Lemmata aim to show that ∼ is an equivalence relation.

Lemma 4.1.4. Let (V, β) ∈M(A, J, ε) be metabolic and let M be a self-orthogonal sub-
module of V . Then there exists a self-dual code in V which contains M .

Proof. Let C be a self-dual code in of V . Then C ∩M⊥ + M has the desired
properties since

(C ∩M⊥ +M)⊥ = (C +M) ∩M⊥ = C ∩M⊥ +M,

where the last equality holds due to the inclusion M ⊆M⊥. �

Lemma 4.1.5. [Cancellation Lemma] Let (V, β), (V ′, β′) ∈M(A, J, ε) such that (V ′, β′)
is metabolic. Then (V, β) is metabolic if and only if (V, β) ⊥ (V ′, β′) is metabolic.

Proof. Clearly if (V, β) is metabolic then so is (V, β) ⊥ (V ′, β′). Conversely, if
(V, β) ⊥ (V ′, β′) is metabolic then so is

T := (V, β) ⊥ (V ′, β′) ⊥ (V ′,−β′)
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since (V ′,−β′) is metabolic as well. Let M := {(0, v′, v′) | v′ ∈ V ′} ≤ T , then
M ≤M⊥. Hence there exists a self-dual code C in T which containsM , according
to Remark 4.1.4. Since C ≤ M⊥, the elements of C must be of the form (v, v′, v′)
for some v ∈ V and v′ ∈ V ′. Let π : T → V denote the projection onto the first
component, then π(C) = π(C)⊥ ≤ V and hence (V, β) is metabolic. �

Corollary 4.1.6. The relation ∼ is an equivalence relation.

Proof. Clearly the relation is symmetric and reflexive. For the transitivity, let

(V ′′, β′′) ∼ (V, β) ∼ (V ′, β′).

Then (V ′′, β′′) ⊥ (V,−β) ⊥ (V, β) ⊥ (V ′,−β′) is metabolic. Since the summand
(V,−β) ⊥ (V, β) is metabolic as well, so is the module (V ′′, β′′) ⊥ (V ′,−β′), by
Lemma 4.1.5, and hence (V ′′, β′′) ∼ (V ′, β′). �

Remark 4.1.7. Let (V, β), (V ′, β′) ∈M(A, J, ε). An isometry is an A-module isomor-
phism ϕ : V → V ′ such that β(v, w) = β′(ϕ(v), ϕ(w)) for all v, w ∈ V . If there exists
an isometry V → V ′ then V, V ′ are called isometric, and (V, β) ∼ (V ′, β′).

In what follows a standard representative of a class inW(A, J, ε) will be con-
structed, which is always semisimple.

Lemma 4.1.8. Let (V, β) ∈ M(A, J, ε) and let M be a self-orthogonal submodule of V .
The form

βM : M⊥/M ×M⊥/M → F, (m′ +M,m′′ +M) 7→ β(m′,m′′)

is again equivariant and non-degenerate, i.e. (M⊥/M, βM) ∈ M(A, J, ε). Moreover,
(M⊥/M, βM) ∼ (V, β), i.e. [(V, β)] = [((M⊥/M, βM))] ∈ W(A, J, ε). If M is maxi-
mally self-orthogonal then the module (M⊥/M, βM) is anisotropic.

Proof. The code

{(m′ +M,m′) | m′ ∈M⊥} ≤ (M⊥/M, βM) ⊥ (V,−β)

is self-dual, i.e. (M⊥/M, βM) ∼ (V, β). Moreover, if M is maximally self-
orthogonal then (M⊥/M, βM) is anisotropic, since any proper self-orthogonal
submodule of M⊥/M would lift to a self-orthogonal submodule of V properly
containing M , which contradicts our assumption. �

Theorem 4.1.9. For every module (V, β) ∈M(A, J, ε) there exists an anisotropic repre-
sentative of [(V, β)], which is unique up to isometry.

Proof. The existence of an anisotropic representative follows from Lemma
4.1.8. For uniqueness, let (Vi, ψi) ∼ (V, β), i = 1, 2, be anisotropic equivariant A-
modules. By the transitivity of ∼, the sum M := (V1, ψ1) ⊥ (V2,−ψ2) is metabolic.
Let N be a self-dual code in M . The projections πi : N → Vi are injective since
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ker(π1) is an isotropic submodule of the anisotropic module V2, and vice versa.
Hence

|π1(N)| · |π2(N)| = |N |2 = |V1| · |V2|
and hence |πi(N)| = |Vi|, i.e. the πi are isomorphisms. This yields an A-module
isomorphism α := π2 ◦ π−1

1 : V1 → V2, which satisfies N = {(v1, α(v1)) | v1 ∈ V1}.
Hence

ψ1(v1, v
′
1)− ψ2(α(v1, α(v′1))) = (ψ1 ⊥ (−ψ2))((v1, α(v1)), (v′1, α(v′1))) = 0

for all v1, v
′
1 ∈ V1, i.e. α is an isometry, which proves the assertion. �

Corollary 4.1.10. Let (V, β) ∈ M(A, J, ε) and let M be a maximally self-orthogonal
submodule of V . Let βM : M⊥/M × M⊥/M → F be as in Remark 4.3.3. Then the
quotient (M⊥/M, βM) is independent from the choice of M , up to isometry.

The following Theorem is very useful in the determination of the isomor-
phism type ofW(A, J, ε).

Theorem 4.1.11. Every anisotropic module (V, β) ∈M(A, J, ε) is an orthogonal sum of
simple equivariant A-modules.

Proof. For every submodule M of V the submodule M⊥ is a complement,
since M ∩ M⊥ = {0} and |M ||M⊥| = |V |. This argument shows that V is the
orthogonal sum of its simple summands. In particular, the restriction of β to a
simple summand S induces a non-degenerate equivariant form on S. �

Let Sε be the set of all simple A-modules carrying a non-degenerate ε-
equivariant form. Then Sε is finite since A is finite, and by Theorem 4.1.11

W(A, J, ε) ∼= ×S∈Sε〈[(S, βS)] | βS non-degenerate and ε-equivariant 〉.

To determine the structure ofW(A, J, ε), the equivariant forms on S ∈ Sε will be
investigated in Remark 4.1.13.

Definition 4.1.12. Let (V, β) ∈ M(A, J, ε). Then β induces an involution adβ on
EndA(V ) via β(v, wα) = β(vαadβ , w) for α ∈ EndA(V ) and v, w ∈ V .

Note that in general the endomorphism adβ depends on the chosen form β.
More precisely, β induces an A-module isomorphism

αβ : V → V ∗, v 7→ (w 7→ β(v, w)),

where V ∗ = HomF(V,F) is an A-module via (ϕ, a)(v) := ϕ(vaJ) for ϕ ∈ V ∗, a ∈ A
and v ∈ V . If ψ is another non-degenerate equivariant form then αψ = αβ ◦ ϑ for
some ϑ ∈ EndA(V ), and hence

ψ(v, w) = αψ(v)(w) = αβ(vϑ)(w) = β(vϑ, w)

for all v, w ∈ W . In particular if V is simple then EndA(V ) is a field and hence
adψ = adβ . Hence if V is simple then the involution adV := adβ does not depend
on β, and αadV is called the adjoint of α.
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Remark 4.1.13. Let S ∈ Sε and let F := {α ∈ EndA(S) | αad = α} be the subfield of
EndA(S) containing the self-adjoint endomorphisms of S. Then the unit group F∗ acts
transitively on the set of all non-degenerate ε-equivariant forms on S, by

β · ϑ : (s, s′) 7→ β(sϑ, s′)

for a non-degenerate equivariant form β and ϑ ∈ F∗.

Proof. Let β, ψ be two non-degenerate equivariant forms on S. As remarked
above, there exists an automorphism ϑ of S such that ψ(s, s′) = β · ϑ(s, s′). Since
both β and ψ are ε-equivariant we have

β(sϑ, s′) = ψ(s, s′) = ε (ψ(s′, s))J = ε (β(s′ϑ, s))J = β(s, s′ϑ) = β(sϑadS , s′)

for all s, s′ ∈ S and hence ϑ = ϑadS ∈ F∗, and the claim follows. �

Corollary 4.1.14. Let S ∈ Sε and let F be as in Remark 4.1.13. Define a group homo-
morphism

θ : EndA(S)∗ → F∗, α 7→ ααadS ,

where EndA(S)∗ and F∗ are the unit groups of the fields EndA(S) and F, respectively.
Then S carries exactly [F∗ : Im(θ)] pairwise non-isometric non-degenerate equivariant
forms.

Proof. Let β be a non-degenerate equivariant form on S. According to Remark
4.1.13, every other such form on S is of the form β ·ϑ for some ϑ ∈ F∗. Now (S, β)
and (S, β · ϑ) are isometric if and only if there exists some γ ∈ EndA(S) with

β · ϑ(s, s′) = β(s, s′ϑ) = β(sγ, s′γ) = β(s, s′γγadS)

for all s, s′ ∈ S, i.e. if and only if ϑ = θ(γ) ∈ Im(θ). Hence the stabilizer in F∗ of
an isometry class of equivariant forms is Im(θ) and the claim follows. �

Definition 4.1.15. For S ∈ Sε, the involution adS on EndA(S) is either the identity or
a field automorphism τ of order 2. Let Sid

ε ,S
τ
ε be the respective subsets of Sε. Clearly

S ∈ Sτ
ε if J is non-trivial on F, since fJ = f adS , with respect to the natural embedding

F ↪→ EndA(S).

Corollary 4.1.16. (i) Let S ∈ Sid
ε . If F has characteristic 2 then S carries exactly one

non-degenerate ε-equivariant form, up to isometry. If F has odd characteristic then
S carries exactly two non-degenerate ε-equivariant forms, up to isometry.

(ii) Let S ∈ Sτ
ε , then S carries only one non-degenerate ε-equivariant form, up to

isometry.

Proof. Let S ∈ Sε and let θ : EndA(S)→ EndA(S), α 7→ ααadS as in Corollary
4.1.14 and F as in Remark 4.1.13.
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ad (i): Assume that S ∈ Sid
ε , i.e. F = EndA(S) and θ(α) = α2, for α ∈ EndA(S).

If F has characteristic 2 then θ is a Galois automorphism of EndA(S).
Hence according to Corollary 4.1.14, the module S carries exactly one
non-degenerate equivariant form. If F has odd characteristic then

Im(θ) = (EndA(S)∗)2 ≤ EndA(S)∗

is a subgroup of index 2, hence the claim follows with Corollary 4.1.14.

ad (ii): For S ∈ Sτ
ε , the map adS is the Galois automorphism of order 2 of

EndA(S) = Fr2 , i.e. αadS = αr, for α ∈ EndA(S). Hence the subfield
F of EndA(S) containing the self-adjoint endomorphisms has r elements
and the map θ : F∗r2 → Fr, α 7→ ααadS = αr+1 is surjective, as one easily
verifies. Hence the claim follows with Corollary 4.1.14.

�

Theorem 4.1.17. The groupsW(A, J, ε) ∼= ⊕S∈SεW(LS, adS, 1) are isomorphic, where
LS := EndA(S) is viewed as an algebra over itself.

Proof. Every element (V, β) ∈ W(A, J, ε) has an anisotropic representative,
which is an orthogonal sum of simple equivariant A-modules (cf. Theorems
4.1.9, 4.1.11), and the orthogonal summands are unique up to isometry. On every
S ∈ Sε fix a non-degenerate ε-equivariant form βS . Then the isometry classes of
simple ε-equivariant modules are represented by

((S, βS · α) | S ∈ Sε, α ∈ F∗/ Im(θ)),

where F, θ are as in Corollary 4.1.14. Define a homomorphism

W(A, J, ε)→ ⊕S∈SεW(LS, adS, 1), [(S, βS · α)] 7→ [(LS, (α))],

where (α) : LS × LS → LS, (ϕ, ϕ′) 7→ αϕadSϕ′. This map is obviously injective,
and surjective by Remark 4.1.13, which proves the assertion. �

The following Proposition investigates the Witt groups on the right hand side
of the above isomorphism.

Proposition 4.1.18. Let L be a finite field with involution J and consider L as an algebra
over itself. Let F := {l ∈ L | lJ = l}, and θ : L→ L, α 7→ ααJ . On the module V := L
consider the equivariant form (l) : (α, α′) 7→ lαJα′, for l ∈ F∗. In the Witt group
W(L, J, 1), the element [(V, (l))] has order 2 if −1 ∈ Im(θ), and order 4 otherwise.

Proof. Clearly the order n of (V, (l)) is even, since every self-dual code C in
⊥ni=1 (V, (l)) satisfies n = 2 dim(C). Assume without loss of generality that l = 1.
If −1 = ααJ ∈ Im(θ) then 〈(1, α)〉 is a self-dual code of ⊥2

i=1 (V, (1)) and hence
[(V, (1))] has order 2. On the other hand, a self-dual code in ⊥2

i=1 (V, (1)), pro-
vided that it exists, is generated by an element (1, α), where ααJ = −1 due to
self-orthogonality. Hence if −1 is not in the image of θ then the order of [(V, (1))]
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is at least 4. Moreover, the involution J must be the identity. Hence since the
polynomial x2 + y2 + 1 has at least one nonzero root (α, α′) over L, the code
〈(1, 0, α, α′), (0, 1,−α′, α)〉 of ⊥4

i=1 (V, (1)) is self-dual, which shows the assertion.
�

Corollary 4.1.19. Let S ∈ Sε and let β be a non-degenerate equivariant form on S. If
F has characteristic 2 or if S ∈ Sτ

ε then [(S, β)] ∈ W(A, J, ε) has order 2. If F has odd
characteristic and S ∈ Sid

ε then [(S, β)] has order 2 if and only if |EndA(S)| ≡4 1, and
order 4 otherwise.

Proof. Let θ : EndA(S)∗ → EndA(S)∗, α 7→ ααad be as in Corollary 4.1.14.
By Theorem 4.1.17 and Proposition 4.1.18, the element [(S, β)] has order 2 if −1 ∈
Im(θ), and order 4 otherwise. Clearly if F has characteristic 2 then−1 = 1 ∈ Im(θ).
If S ∈ Sτ

ε , i.e. if adS is not the identity then EndA(S) is the field with q2 elements,
and αad = αq, for α ∈ EndA(S). Hence in this case the subfield of index 2 of
EndA(S) lies in Im(θ), and in particular −1 ∈ Im(θ). Thus in this case [(S, β)] has
order 2 as well. If S ∈ Sid

ε , i.e. if adS is the identity then [(S, β)] has order 2 if and
only if −1 is a square in EndA(S). The latter is equivalent with |EndA(S)| ≡4 1,
and hence the claim follows. �

Putting the results on the number of forms (cf. Lemma 4.1.16) and the orders
of the simple equivariant modules (cf. Proposition 4.1.19) together, one obtains
the following result on the structure of the Witt groupW(A, J, ε).

Corollary 4.1.20. Let Sε be a system of representatives for the isomorphism classes of
simple equivariant A-modules, and let (Sε)

id, (Sε)
τ be the subsets of Sε containing the

simple modules S where adS = id, or adS 6= id, respectively (cf. Definition 4.1.15).

(i) Assume that J is of the first kind. If F has characteristic 2 then

W(A, J, ε) ∼= ×S∈SεC2 .

If F has odd characteristic then let dS := |EndA(S)|, for S ∈ Sε. Then

W(A, J, ε) ∼= ×S∈(Sε)id, dS≡41(C2 × C2) ×S∈(Sε)id, dS≡4−1 C4 ×S∈(Sε)τ C2 .

(ii) If J is of the second kind thenW(A, J, ε) ∼= ×S∈SεC2.

Definition 4.1.21. The dual of an A-module V is V ∗ = HomF(V,F), which is a right
A-module via fa(v) := f(vaJ), for f ∈ V ∗, a ∈ A and v ∈ V . The module V is called
self-dual if and only if V ∼= V ∗.

Note that this thesis uses two different notions of duality. A self-dual code
(cf. Definition 4.1.2) is defined with respect to an equivariant form, i.e. using
a distinguished basis, whereas the notion of a self-dual module is independent
from the choice of a basis. Note that every equivariant A-module (V, ϕ) is a self-
dual module since

αϕ : V → V ∗, v 7→ (v′ 7→ ϕ(v′, v))

is an isomorphism of right A-modules. Conversely, for the simple A-modules the
following holds.
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Remark 4.1.22. Let S be a simpleA-module and let ε ∈ F∗ with εεJ = 1. If S is self-dual
then S carries a non-degenerate ε-equivariant form or a non-degenerate (−ε)-equivariant
form. In particular if F has characteristic 2 then S is self-dual if and only if S carries a
non-degenerate ε-equivariant form.

Proof. Let α : S → HomF(S,F) be an isomorphism, then the biadditive form

β : S × S → F, (s, s′) 7→ α(s)(s′)

is non-degenerate and satisfies β(sa, s′) = β(s, s′aJ) and β(s, s′λ) = β(s, s′)λ for
all s, s′ ∈ S, a ∈ A and all λ ∈ F. Define another form

β′ : S × S → F, (s, s′) 7→ β(s, s′)− εβ(s′, s)J .

Then β′ is (−ε)-equivariant, since

−εβ′(s′, s)J = −ε(β(s′, s)− εβ(s, s′)J)J = −εβ(s′, s)J + β(s, s′) = β′(s, s′)

for all s, s′ ∈ S. The radical rad(β′) is a submodule of S and hence either rad(β′) =
{0} or rad(β′) = S, since S is simple. In the first case, β′ is non-degenerate and in
the second case, β is ε-equivariant. �

To understand Corollary 4.1.24, note that the involution adS on EndA(S) does
not depend on ε, for a simple self-dual module S.

Remark 4.1.23. Every self-dual simple A-module S defines an automorphism adS of
EndA(S), such that β(s, α(s′)) = β(αad(s), s′) for all s, s′ ∈ S, all ε ∈ F with εεJ = 1
and all ε-equivariant forms β.

Corollary 4.1.24. Let ε ∈ F∗ with εεJ = 1 and let S be a simple self-dual A-module.

(i) If F has characteristic 2 or if adS is not the identity then S carries both a non-
degenerate ε-equivariant and −ε-equivariant form.

(ii) Assume that F has odd characteristic and that S carries both a non-degenerate ε-
equivariant and a −ε-equivariant form. Then adS has order 2.

Proof. The claim of (i) is clear in characteristic 2. Assume that adS is not
the identity, then there exists some element α ∈ EndA(S) with αadS = −α. One
easily verifies that for every ε-equivariant form β, the form (s, s′) 7→ β(s, αs′) is
−ε-equivariant.

Assume that S carries both a non-degenerate 1-equivariant form β and a −1-
equivariant form (v, w) 7→ β(v, α(w)), for α ∈ EndA(S). Then α satisfies αadS =
−α, hence adS is an automorphism of order 2. �

Remark 4.1.25. Every self-dual simple A-module occurs in the equivariant A-module
(V, β) with the same parity as in the anisotropic representative of (V, β).



46 CHAPTER 4. WITT GROUPS

Proof. Let C be a maximally self-orthogonal submodule of V and let

C = Mk ≥Mk−1 ≥ . . . ≥M1 ≥M0 = {0}

be a composition series. Then

C⊥ = M⊥
k ≤M⊥

k−1 ≤ . . . ≤M⊥
1 ≤M0 = V

is a composition series of V/C⊥, since taking orthogonals yields an antiautomor-
phism of the submodule lattice of V . The composition factors satisfy

M⊥
i−1/M

⊥
i
∼= (Mi/Mi−1)∗,

since, due to the non-degeneracy and equivariance of β, the map

M⊥
i−1 → (Mi/Mi−1)∗, v 7→ (m+Mi−1 7→ β(v,m))

is an A-module epimorphism, with kernel M⊥
i . Hence every self-dual simple A-

module occurs in C with the same multiplicity as in V/C⊥. Since the anisotropic
representative of V is isomorphic to C⊥/C, the claim follows. �

Corollary 4.1.26. If (V, β) ∈ M(A, J, ε) is metabolic then every simple self-dual A-
module occurs in V with even multiplicity.

From Remark 4.1.25 together with Corollary 4.1.20 one obtains, in certain
cases, the following characterization of metabolic equivariant modules.

Corollary 4.1.27. Assume that J is of the second kind or that F has characteristic 2.
Then (V, β) ∈ M(A, J, ε) is metabolic if and only if every simple self-dual A-module
occurs in V with even multiplicity.

4.1.1 Self-dual codes in characteristic 2

Let F be a finite field of characteristic 2. In this section a code is a linear subspace
of FN , and its dual code C⊥ is defined through the standard scalar product β on
FN . The code C is called self-orthogonal if C ⊆ C⊥, and self-dual if C = C⊥. The
automorphism group of C is

Aut(C) = {π ∈ SN | Cπ = C},

where SN is the symmetric group on N points, which acts naturally on V = FN
by coordinate permutations. This action induces an FG-module structure on V ,
for every permutation group G ≤ SN , and a code C has G ≤ Aut(C), i.e. C is G-
invariant, if and only if it is an FG-submodule of V . The group algebra FG carries
a natural F-linear involution J given by gJ = g−1, for g ∈ G. The G-invariance
of β, i.e. that β(vg, wg) = β(v, w) for all v, w ∈ V and g ∈ G, thus means that β
is equivariant with respect to J , and hence (V, β) is an equivariant FG-module in
the sense of Definition 4.1.1.

In this section we investigate the existence of a G-invariant self-dual code in
FN , for a given permutation group G, using the results developed for general
equivariant modules. A first application is the following.
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Corollary 4.1.28. There exists a self-dual G-invariant code C ≤ FN if and only if every
simple self-dual G-module occurs with even multiplicity in a composition series of the
G-module FN .

Example 4.1.29. (i) The dihedral group DN with 2N elements acts on the N vertices
of a regular polygon. Identifying the vertices with the coordinates defines an FDN -
module structure on V = FN . If N is even then DN acts faithfully on the set L of
lines in the polygon intersecting two vertices and the origin. Identification with the
coordinates yields a G-invariant self-dual repetition code C ≤ FN . This code is also
a self-dual module, since L is an orthonormal basis of a G-invariant non-degenerate
bilinear form on C. In particular every composition factor occurs in V with even
multiplicity.

(ii) Let AN be the alternating group on N points, where N ≥ 4 is even. Then the code
C0 ≤ FN2 generated by the all-ones vector (1, . . . , 1) is isomorphic to the trivial
AN -module, and

C⊥0 = {v ∈ FN2 | wt(v) is even}

has codimension 1 in FN2 . The AN -module C⊥0 /C0 is simple (cf. [20]) and hence
must be self-dual, since C0 and C⊥0 /C0 are the only composition factors of FN2 . In
particular C0 is maximally self-orthogonal with AN ≤ Aut(C).

(iii) Let CN be the cyclic group on N points, where N is even. There exists a self-dual
code C ≤ FN2 with CN ≤ Aut(C), which is seen as follows. As a CN -module,
FN ∼= FCN ∼= F[x]/(xN − 1). Hence the submodules correspond to the divisors of
xN − 1, and the composition factors correspond to the quotients pi

pi+1
in a maximally

refined divisor chain
p1 | p2 | . . . | pk = xN − 1.

Since N is even, xN − 1 is a square and hence every quotient occurs with even
multiplicity. Hence every simple module occurs in FN with even multiplicity, and
the claim follows with Corollary 4.1.27.

Since the condition in Corollary 4.1.28 is not so easy to test, we give in Theo-
rem 4.1.30 a sufficient group theoretic condition on a permutation group G to be
contained in the automorphism group of a self-dual code C ≤ FN . To this aim
write

{1, . . . , N} = B1

.
∪ . . .

.
∪ Bs

as a disjoint union of G-orbits and let Hi := StabG(ni) be the stabilizer in G of
some element ni ∈ Bi (i = 1, . . . , s).

Theorem 4.1.30. If for all i = 1, . . . , s the index of Hi in its normalizer NG(Hi) is even
then there is a G-invariant self-dual code C ≤ FN .

Proof. Let (f1, . . . , fN) be the standard basis of FN such that π ∈ SN maps fj
to fjπ for all j = 1, . . . , N . For 1 ≤ i ≤ s let ηi ∈ NG(Hi) − Hi such that η2

i ∈ Hi.
Define

C := 〈(fni + fniηi)g : g ∈ G, 1 ≤ i ≤ s〉.
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Then C is a G-invariant code in FN and C =⊥si=1 Ci, where

Ci = 〈(fni + fniηi)g : g ∈ G〉,

since the Ci have disjoint support. It suffices to show that each Ci is a self-dual
code in FBi . To see this let Ni := 〈Hi, ηi〉 and choose Si ⊂ G such that

G =
.
∪s∈Si Nis =

.
∪s∈Si (His

.
∪ Hiηis).

Then Bi = niSi
.
∪ niηiSi and (fnis + fniηis : s ∈ Si) is a basis of Ci consisting of

|Si| = |Bi|/2 pairwise orthogonal vectors of weight 2. �

Remark 4.1.31. The converse of Theorem 4.1.30 does not hold: Consider G := GL3(F2).
Then the subgroup H := NG(S), for some S ∈ Syl7(G), has index 8 and satisfies
CoreG(H) := ∩g∈Gg−1Hg = {1}. Hence H yields a transitive permutation repre-
sentation ∆ : G → S8 with G ∼= ∆(G) and H ∼= Stab∆(G)(1). Observe that H is
self-normalizing, i.e. [NG(H) : H] = 1. But Ckq (∆(G)) contains a self-dual code, namely
some permutation of the Hamming code of length 8 with generator matrix

1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

 .

4.1.2 Self-dual codes in odd characteristic

Let F be a finite field of odd characteristic. As in the previous section, we consider
V = FN as a module over the group algebra FG, with F-linear involution J given
by g 7→ g−1, for g ∈ G, where G is a permutation group on N points. Again,
orthogonality is defined via the standard scalar product, and we investigate the
existence of a self-dualG-invariant code via the composition factors of V . Since in
odd characteristic, the image of (V, β) in the Witt groupW(FG, J) can in general
not be determined only by the composition factors of V (cf. Theorem 4.1.20), this
section provides only necessary group theoretic conditions on G to be contained
in the automorphism group of a self-dual code, using Corollary 4.1.26.

Corollary 4.1.32. Let G ≤ SN be a permutation group such that char(F) - |G|. If the
number of orbits of G is odd then there exists no G-invariant self-dual code in FN .

Proof. The condition that char(F) - |G| means that V is semisimple, by
Maschke’s Theorem. Hence the multiplicity of the trivial module in V equals
the dimension of the fixed space

F(V ) := {v ∈ V | vg = v for all g ∈ G}.

Since a vector lies in F(V ) precisely when its coefficients are constant on the or-
bits of G, the dimension of F(V ) equals the number of orbits of G, which was
assumed to be odd. Hence the trivial module occurs in V with odd multiplicity,
and hence by Corollary 4.1.26 there exists no self-dual G-invariant code in V . �
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Corollary 4.1.33. Let G ≤ SN be a transitive permutation group. If the stabilizer order
| StabG({1})| of a point is odd then there exists no self-dual G-invariant code C ≤ FN .

Proof. Let S be a Sylow-2-subgroup of G, then S acts on FN with orbits of
length |S|, since S ∩ StabG({i}) is trivial for every i, as the intersection of a 2-
group and a group of odd order. Hence there are

t :=
N

|S|
=

|G|
| StabG({1})| · |S|

orbits, where t is odd since S is a Sylow-2-subgroup. Hence by Corollary 4.1.33
there exists no S-invariant self-dual code in FN , and hence in particular there
exists no G-invariant self-dual code in FN . �

In the following Theorem we consider the case where the stabilizer in G of
a point is trivial, i.e. V = Fk|G| ∼= ⊕ki=1FG is a k-multiple of the regular FG-
module, where k is the number of orbits of G. For k = 1, the G-invariant codes
in V are right ideals in FG. These codes are called group ring codes and have been
considered by several authors (cf. [27, 2, 19]). The following Theorem gives, for
an arbitrary group G, the minimum number k such that V contains a self-dual G-
invariant code. Note that this number is the order of [(FG, β)] in the Witt group
W(FG, J, 1) and hence is also the greatest common divisor of all numbers k for
which V contains a self-dual G-invariant code.

Theorem 4.1.34. Let the G-module V = Fk|G| ∼= ⊕ki=1FG be as above. If |F| ≡4 1 then
V contains a self-dual G-invariant code if and only if k is even. If |F| ≡4 −1 then V
contains a self-dual G-invariant code if and only if k is a multiple of 4.

Proof. Let S be a Sylow-2-subgroup of G, and consider V as a module over
FS. Since S acts on V with orbits of length |S|, there are t = k[G : S] orbits, and
as an FS-module, V ∼=⊥ti=1 FS. Assume that there exists a self-dual G-invariant
code in V . This code is also S-invariant and hence the FS-module V is metabolic.
The trivial module occurs with multiplicity 1 in the semisimple module FS, and
is an orthogonal summand of FS, generated by the all-ones vector in FS = F|S|.
Hence t is a multiple of the order of (F, ψ), where ψ is a non-degenerate symmetric
bilinear form on F. By Proposition 4.1.18, the order of (F, ψ) equals 2 if −1 is a
square in F, i.e. if |F| ≡4 1, and 4 otherwise. Since [G : S] is odd, this implies that
k is even if |F| ≡4 1, and that k is a multiple of 4 if |F| ≡4 −1. Conversely, the
exponent of the Witt groupW(FG, J) is 2 if |F| ≡4 1, 4 if |F| ≡4 −1, which shows
the assertion. �

As a corollary we obtain a part of a result by Willems in [27] on group ring
codes.

Theorem 4.1.35 (Willems). Let F be a finite field and G a finite group.

(i) If F has characteristic 2 then FG contains a self-dual group code if and only if the
order of G is even.
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(ii) If F has odd characteristic then no self-dual group code is contained in FG.

Proof. If F has characteristic 2 and the order of G is even then FG contains a
self-dual code, according to Theorem 4.1.30. Conversely, if FG = F|G| contains a
self-dual code C then |G| = 2 dim(C) must be even. If F has odd characteristic
then an application of Corollary 4.1.33, or of Theorem 4.1.34 shows that there
exists no self-dual group code in FG. �

4.2 The Witt group of quadratic forms

Let F be a finite field of characteristic 2, and let G be a finite group. Let V be a
right module for the group algebra FG.

Definition 4.2.1. A quadratic form on V is a map q : V → F such that q(vλ) =
q(v)λ2 for all v ∈ V and λ ∈ F, and the polar form

λ(q) : V × V → F, (v, w) 7→ q(v + w)− q(v)− q(w)

is bilinear. The form q is called non-degenerate if its polar form is non-degenerate, i.e. if

αq : V 7→ HomF(V,F), v 7→ (w 7→ λ(q)(v, w))

is an isomorphism. The form q is called G-invariant if q(v) = q(vg) for all v ∈ V
and g ∈ G. If q is G-invariant and non-degenerate then (V, q) is called a quadratic
G-module. A G-isometry between the quadratic G-modules (V, q) and (V ′, q′) is an
FG-module isomorphism α : V → V ′ such that q(v) = q′(α(v)) for all v ∈ V .

Remark 4.2.2. The polarization β of a quadratic form is symmetric and satisfies
β(v, v) = 0 for all v ∈ V . Bilinear forms over a field of characteristic 2 with these prop-
erties are called symplectic. The dimension of a vector space carrying a non-degenerate
symplectic form is always even. In particular every quadratic G-module has even dimen-
sion.

Remark 4.2.3. A quadratic form q is non-degenerate if and only if the radical

rad(q) := rad(λ(q)) = {v ∈ V | λ(q)(v, w) = 0 for all w ∈ V }

is zero. Moreover, if q is G-invariant then so is λ(q), i.e. (V, λ(q)) ∈ M(FG, J, 1) is J-
equivariant in the sense of Definition 4.1.1, where J is the F-linear involution on FGwith
gJ = g−1, for g ∈ G. Hence if q is G-invariant and non-degenerate then the map αq is an
isomorphism of FG-modules, where HomF(V,F) is a G-module via fg(v) = f(vg−1), for
f ∈ HomF(V,F), g ∈ G and v ∈ V . In particular every quadratic G-module is self-dual
in the sense of Definition 4.1.21.

Remark 4.2.4. In [38], methods of group cohomology are applied to investigate whether
a G-invariant symplectic form is the polarization of a G-invariant quadratic form. In
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this context the additive groups of quadratic and symplectic forms on V , respectively, are
denoted by S2(V ∗) and Λ2(V ∗). These spaces are G-modules, via

q[g](v) = q(gv) and β[g](v, w) = β(gv, gw)

for q ∈ S2(V ∗), β ∈ Λ2(V ∗), v, w ∈ V and g ∈ G. The G-invariant forms
(S2(V ∗))G, (Λ2(V ∗))G are the G-fixed points in these modules. Every symplectic form
on V is the polarization of a quadratic form, i.e. the map λ : S2(V ∗) → Λ2(V ∗) is sur-
jective. (Note that yet, a G-invariant symplectic form is not necessarily the polarization
of a G-invariant quadratic form.) The kernel of λ is HomF(V,F(2)), where F(2) is the set
F with scalar multiplication α · f := α2f , for α ∈ F, f ∈ F(2).

In odd characteristic there is a one-to-one correspondence between G-
invariant quadratic forms and G-invariant symmetric forms, since λ(1

2
{{ β }} ) = β

and {{ 1
2
λ(q) }} = q for every symmetric bilinear form β and every quadratic form

q, and the maps λ and {{ }} preserve G-invariance. Hence in odd characteristic,
the theory of Witt groups of quadratic G-invariant forms developed below is a
theory of Witt groups of equivariant forms (cf. Section 4.1).

Definition 4.2.5. A submodule C ≤ V is called isotropic if q(c) = 0 for all c ∈ C, and
maximally isotropic if there exists no isotropic submodule of V which properly contains
C. If the zero module {0} ≤ V is maximally isotropic then V is called anisotropic. If V
contains an isotropic submodule C with 2 dim(C) = dim(V ) then V is called metabolic.

A theory of the Witt group of non-degenerate quadratic G-modules can be
developed analogously to the theory of the Witt group of equivariant G-modules
in Section 4.1. The orthogonal sum of two quadratic G-modules is

(V, q) ⊥ (V ′, q′) = (V ⊕ V ′, q ⊥ q′),

where (q ⊥ q′)((v, v′)) = q(v) + q′(v′). This defines a semigroup structure on the
set of all quadratic G-modules. Define a relation ∼ by letting (V, q) ∼ (V ′, q′) if
and only if (V, q) ⊥ (V ′, q′) is metabolic. It can be shown with the methods in
Section 4.1 that ∼ is an equivalence relation, and that modulo this relation, the
quadratic G-modules form a group with the orthogonal sum as composition.

Definition 4.2.6. The quadratic Witt group Wq(F, G) consists of the ∼-equivalence
classes [(V, q)] of quadratic G-modules (V, q), with multiplication

[(V, q)] ⊥ [(V ′, q′)] = [(V, q) ⊥ (V ′, q′)].

The class [(V, q)] is also called the Witt Type of (V, q).

Since always (V, q) ∼ (V, q), the abelian groupWq(FG) has exponent 2, hence
is isomorphic to a direct product of cyclic groups of order 2. To give generators
for the Witt group, we first investigate which results on the anisotropic represen-
tatives of the equivalence classes of equivariant modules (cf. Section 4.1) carry
over. The following is straightforward.
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Remark 4.2.7. Every element of Wq(FG) has an anisotropic representative, which is
unique up to G-isometry.

For the convenience of the reader we give a construction of the anisotropic
representative, which is analogous to the one in Lemma 4.1.8.

Remark 4.2.8. Let (V, q) be a quadratic G-module and let C ≤ V be an isotropic sub-
module. Then

C ⊆ C⊥ = {v ∈ V | λ(q)(v, c) = 0 for all c ∈ C},

that is, C is self-orthogonal with respect to the polar form λ(q). The moduleC⊥/C carries
again a non-degenerate G-invariant quadratic form

τC(q) : C⊥/C → F, v + C 7→ q(v).

The quadratic G-modules (V, q) and (C⊥/C, τC(q)) are of the same Witt type, and
(C⊥/C, τC(q)) is anisotropic if and only if C is maximally isotropic. In particular the
dimension of a maximally isotropic submodule C of V is independent from the choice of
C and called the Witt index of V . Similarly, dim(C⊥/C) does not depend on C and is
called the Witt defect of V .

Remark 4.2.9. Unlike in the case of equivariant forms, an anisotropic quadratic G-
module is not necessarily semisimple. Assume for instance that G has a subgroup of
index 2, i.e. there exists a group epimorphism G→ C2. The space U = F2 is then a right
G-module, where G acts as 〈( 0 1

1 0 )〉 ∼= C2 with respect to a basis (b1, b2) of U , and the
quadratic form f on U with f(b1) = f(b2) = 0 and f(b1 + b2) = 1 is non-degenerate and
G-invariant. The only G-invariant proper subspace of U is generated by the anisotropic
vector b1 + b2, and hence (U, f) is anisotropic, but not semisimple.

Let e ∈ FG be the central primitive idempotent belonging to the trivial FG-
module. Every quadratic G-module (V, q) decomposes as V = V e ⊥ V (1 − e),
which yields a decomposition

Wq(FG) =W0
q (FG)⊕W1

q (FG)

into the subgroups W0
q (FG), generated by the quadratic G-modules on which

e acts as the identity, and W1
q (FG), generated by the quadratic G-modules an-

nihilated by e. The structure of an anisotropic quadratic G-module essentially
depends on this decomposition.

Remark 4.2.10. (see [38, Prop. 2.4]) If e acts as zero on V then every G-invariant
symplectic form on V is the polarization of aG-invariant quadratic form, which is unique
up to G-isometry. This yields an isomorphism

W1
q (FG)→Ws((1− e)FG, J, 1), [(V, q)] 7→ (V, λ(q))

into the subgroup ofW((1 − e)FG, J, 1) formed by the symplectic J-equivariant forms,
where J is the F-linear involution mapping g 7→ g−1. In particular if (V, q) is anisotropic
then it is semisimple, i.e. isomorphic to a direct sum of simple quadratic G-modules.
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Proof. The proof is based on ideas in [38], using homological algebra, as fol-
lows. The short exact sequence

0→ HomF(V,F(2))→ S2(V ∗)
λ→ Λ2(V ∗)→ 0

gives rise to an exact sequence

0→ (HomF(V,F(2)))G → (S2(V ∗))G
λ→ (Λ2(V ∗))G → H1(G,HomF(V,F(2)))

of cohomology groups. If V carries a G-invariant symplectic form then V ∼=
HomF(V,F) ∼= HomF(V,F(2)), and hence since e acts as zero on V , the group

H1(G,HomF(V,F(2))) ∼= Ext1(F,HomF(V,F(2))) ∼= Ext1(F, V )

is trivial, and so is (HomF(V,F(2)))G = HomFG(V,F(2)) ∼= HomFG(V,F). Hence the
above is in fact an exact sequence

0→ (S2(V ∗))G
λ→ (Λ2(V ∗))G → 0

and hence λ is an isomorphism. Moreover, if the quadratic G-module (V, q) is
anisotropic then so is (V, λ(q)), since if C were a self-orthogonal submodule of
V then q would be linear on C, i.e. q ∈ HomFG(C,F) = {0}, contradicting the
anisotropy of q. �

Remark 4.2.11. Let (V, q) be an anisotropic quadratic G-module and let C be a maxi-
mally self-orthogonal submodule of V , with respect to λ(q). Then either C = {0}, i.e. the
equivariant module (V, λ(q)) is anisotropic and hence semisimple (cf. Theorem 4.1.11),
or C is isomorphic to the trivial module.

Proof. The map C → F(2), c 7→ q(c) is linear since C is self-orthogonal with
respect to λ(q), a G-module homomorphism since q is G-invariant, and bijective
whenever C is not the zero module, due to the anisotropy of V . Since F(2) is
isomorphic to the trivial FG-module, the claim follows. �

Proposition 4.2.12. Let (V, q) be an anisotropic quadraticG-module. The trivial module
1 occurs in V with multiplicity 0 or 2. In the first case, V is semisimple and in the second
case, V is semisimple if and only if 1 is a direct summand of V .

Proof. Let C be a maximally self-orthogonal submodule of V . If C = {0} then
the claim follows with Remark 4.2.11. Otherwise C ∼= 1, again by Remark 4.2.11.
In this case V/C⊥ ∼= 1, and C⊥/C is anisotropic with respect to λ(q), hence in
particular does not contain 1. Hence in this case 1 occurs in V with multiplicity
2. Assume that C ∼= 1 is a direct summand in V . Then C⊥ is a direct summand as
well, due to the non-degeneracy of λ(q), and hence there is a decomposition

V ∼= C ⊕ V/C ∼= C ⊕ C⊥/C ⊕ V/C⊥,

which proves the assertion. �
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Definition 4.2.13. A quadratic G-module (V, q) is called indecomposable if and only
if there is no proper orthogonal decomposition of (V, q) into quadratic G-modules.

Remark 4.2.14. Let S be a simple G-module. If S carries a non-degenerate G-invariant
quadratic form q then q is unique, up to G-isometry.

Proof. Let q̃ be another non-degenerate G-invariant quadratic form on S. By
Corollary 4.1.16, the polar forms λ(q), λ(q̃) are isometric, i.e. there exists some
α ∈ EndFG(S) with λ(q) = λ(q̃)[α]. Hence q − q̃[α] ∈ ker(λ) is linear on S, and
hence either q − q̃[α] = 0 or the map S → F, s 7→ q(s) − q̃[α](s) is a G-module
epimorphism. The latter does not hold since S is simple and of even dimension.
Hence q = q̃[α], i.e. q and q̃ are isometric. �

Lemma 4.2.15. Let (V, q) be an anisotropic quadratic G-module. Then there exists an
orthogonal decomposition of V into indecomposable quadratic G-modules, which are all
indecomposable as FG-modules and of which either all or all except for one are simple.
This decomposition is unique up to G-isometry and permutation of the summands.

Proof. If the trivial module does not occur in V then the claim follows with
Proposition 4.2.12. Otherwise there exists an isotropic submodule C of V , which
is isomorphic to the trivial module. If D is another submodule of V with these
properties then the anisotropy of V enforces that C ∩ D⊥ = {0} = D ∩ C⊥, and
hence V = (C ⊕D) ⊥ (C ⊕D)⊥ is an orthogonal decomposition of V . The sum-
mand C ⊕ D is indecomposable as a quadratic G-module, but not simple as a
G-module, and the summand (C ⊕ D)⊥ does not contain the trivial module, by
Proposition 4.2.12, hence is as in the previous case. It remains to consider the
case when C is the unique nonzero self-orthogonal submodule of V . Every other
simple submodule S of V has S ∩ S⊥ = {0}, hence is an orthogonal summand
of V . Hence V is the orthogonal sum of some simple quadratic G-modules and
a quadratic G-module with a unique minimal submodule, which in particular
is indecomposable, but not semisimple. For the uniqueness, note that this de-
composition is unique up to permutation and FG-module isomorphism, due to
the Krull-Schmidt Theorem, and the uniqueness up to G-isometry follows from
Remark 4.2.14 together with Witt’s Theorem on the extension of isometries. �

Remark 4.2.16. Let (V, q) be an anisotropic indecomposable quadratic G-module. Then
one of the following holds:

(i) V is simple,

(ii) The group G acts trivially on V , and (V, q) has Witt Type [(F2, N)], where N is the
Norm form, i.e. if F = Fq then q : F2 ∼= Fq2 → F, x 7→ xq+1,

(iii) V contains a unique minimal submodule C, which is isomorphic to the trivial mod-
ule, and the quotient C⊥/C is a direct sum of simple G-modules with a non-trivial
first cohomology group, which carry a non-degenerateG-invariant symplectic form,
but no non-degenerate G-invariant quadratic form.
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Proof. Except for the description of the situation (iii), everything has been
done in Lemma 4.2.15. Assume that V has a unique minimal submoduleC, which
is isomorphic to the trivial module. The quotient C⊥/C is then anisotropic with
respect to λ(q) and hence semisimple. Moreover, the extension

C → C⊥ → C⊥/C

does not split since C is the unique minimal submodule of V . Hence all the sum-
mands S of C⊥/C have a non-trivial first cohomology group. Now let U := S+C,
and consider the commutative diagram

{q ∈ S2(U∗)G | C ≤ rad(q)} λ−→ {β ∈ Λ2(U∗)G | C ≤ rad(β)}
τC ↑ ↓ ιC

S2(S∗)G
λ−→ Λ2(S∗)G,

where τC is as in Remark 4.2.8, and ιC(β)(v +C,w+C) = β(v, w) for all v, w ∈ U .
Assume that S carries a non-degenerate G-invariant quadratic form f , then by
Corollary 4.1.16 we may assume that λ(f) = ιC(λ(q′)). Since the vertical arrows in
the above diagram are bijections, this implies that λ(τC(f)) = λ(q′). Hence τC(f)−
q′ is linear on U , and C lies in the kernel of this homomorphism. But τC(f)(C) =
{0}, whereas C is anisotropic with respect to q′, a contradiction. Hence there
exists no non-degenerate G-invariant quadratic form on S. �

Example 4.2.17. If the group G is trivial thenWq(F) = Wq(F, G) is the classical Witt
group of quadratic forms over F. This group is cyclic of order 2, since every anisotropic
quadratic G-module has Witt Type [(F2, N)] (cf. Remark 4.2.16), and this element has
order 2.

Remark 4.2.18. (cf. Remark 4.1.25) Every simple self-dual G-module occurs in the
quadratic G-module (V, q) with the same parity as in the anisotropic representative of
(V, q).

If the quadratic form q is G-invariant then G is naturally embedded into the
orthogonal group O(V, q). In this context one may consider the Dickson invariant
of an element ofG (cf. Definition 3.1.8), which yields the following generalization
of Theorem 3.2.7.

Theorem 4.2.19. A quadratic G-module (V, q) is metabolic if and only if the following
three conditions are fulfilled:

(a) As a quadratic vector space, (V, q) has Witt defect 0,

(b) every simple self-dual G-module occurs in V with even multiplicity,

(c) G lies in the kernel of the Dickson invariant.
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Proof. Assume that (V, q) is metabolic. Then clearly condition (a) is fulfilled,
and it follows from the fact that (V, λ(q)) is metabolic together with Theorem
4.1.27 that condition (b) is also fulfilled. Moreover, there exists a G-invariant
isotropic subspace C of V , i.e. dim(C/C ∩ Cg) = 0 and hence condition (c) is
satisfied as well, by Corollary 3.1.12.

Conversely, assume that all three conditions are satisfied, and let (V ′, q′) be
the anisotropic representative of (V, q) in the Witt groupWq(FG). If (V ′, q′) is the
orthogonal sum of simple equivariant A-modules then every summand occurs
with multiplicity 2, by condition (b) and Remark 4.2.18. Due to Remark 4.2.14,
in this case (V ′, q′) is zero, i.e. (V, q) is metabolic. Otherwise by Lemma 4.2.15,
V ′ = V ′1 ⊥ V ′2 is the orthogonal sum of an indecomposable quadratic G-module
V ′1 which is not semisimple and a quadratic G-module V ′2 , which is itself the or-
thogonal sum of simple quadratic G-modules. By Remark 4.2.16, every simple
module which occurs in V ′1 does not occur in V ′2 , and vice versa. Hence due to
condition (b), V ′2 is zero and either (V ′, q′) is zero or it is isometric to the space
(U, f) given in Remark 4.2.9. In the latter case there exists a G-invariant isotropic
subspace C of V with (C⊥/C, ιC(q)) ∼= (U, f). Again by Remark 4.2.9 there exists
a nonzero vector u ∈ C⊥ − C such that the vector space E := 〈C, c〉 is isotropic
of codimension 2, but dim(E/E ∩ Eg) = 1 for some g ∈ G and hence D(g) = −1,
contradicting condition (c). Hence (V, q) is metabolic. �

4.3 The Witt group of a form ring

Let R = (R,M,ψ,Φ) be a form ring with associated involution J . Recall that
throughout this thesis, the ring R is assumed to be finite. A finite representa-
tion of R is given by a finite R-module V , which carries biadditive as well as
quadratic forms (cf. Definition 2.1.6). A subspace of V is called isotropic if it is
both self-orthogonal with respect to the biadditive forms and isotropic with re-
spect to the quadratic forms (cf. Definition 2.1.17). This notion of isotropy gives
rise to the notion of the Witt group of a form ring (cf. Definition 4.3.2), for which
a theory is developed analogously to the theory for the Witt group of equivariant
or quadratic forms (see also [33, Ch. 4]).

The biadditive and quadratic forms in a representation are mapped to each
other by the structure maps

λ : Quad(V,Q/Z)→ Bil(V,Q/Z), q 7→ ((v, w) 7→ q(v + w)− q(v)− q(w)),

{{ }} : Bil(V,Q/Z)→ Quad(V,Q/Z), ψ 7→ (v 7→ ψ(v, v)).

If the map {{ }} is surjective then isotropy is equivalent with self-orthogonality
with respect to the biadditive forms. Conversely, if the map λ is surjective then
isotropy is defined only through the quadratic forms. It will be shown in Lemma
4.3.6 that if R is a form ring over a finite field and λ is injective then one of the
above structure maps is surjective, and the Witt group of R is isomorphic to a
Witt group of equivariant or quadratic forms, which have been investigated in
the preceding two sections.
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For general finite rings, it is shown thatW(R) is finite. This shows in partic-
ular that if T is a finite representation of R then there exists some minimal finite
length N such that there exists a self-dual Type T code of length N , and every
length for which there exists a self-dual Type T code is a multiple of N . More-
over, the finiteness of W(R) provides a proof of finiteness for the Clifford-Weil
group C(T ) in the next chapter.

Definition 4.3.1. The orthogonal sum (cf. Definition 2.1.16) defines a semigroup struc-
ture on the set T (R) of all finite representations ofR. An element T = (V, ρM , ρΦ, β) ∈
T (R) is called metabolic if there exists a self-dual Type T code in V . Define a relation
on T (R) by letting T ∼ T ′ if and only if T ⊥ −T ′ is metabolic.

With the same methods as in the case of equivariant forms, one verifies that∼
is an equivalence relation and hence modulo this relation, the set T (R) is a group.

Definition 4.3.2. The Witt groupW(R) contains the∼-equivalence classes [T ] of finite
representations T ∈ T (R), with multiplication

[T ] ⊥ [T ′] = [T ⊥ T ′].

The equivalence class [T ] is also called the Witt Type of T .

In analogy with Lemma 4.1.8 we construct a representative of [T ], which is
always anisotropic, i.e. contains no nonzero isotropic code.

Remark 4.3.3. Every Type T code C in V induces a well-defined quotient representa-
tion

T/C := (C⊥/C, ρM/C, ρΦ/C, β/C),

with structure maps

ρM/C : M → Bil(C⊥/C,Q/Z), m 7→ ((v + C,w + C) 7→ ρM(m)(v, w)),

ρΦ/C : Φ→ Quad(C⊥/C,Q/Z), φ 7→ (v + C 7→ ρΦ(φ)(v)),

β/C := (ρM/C)(ψ(1)).

Then [T ] = [T/C] in the Witt groupW(R), and T/C is anisotropic if and only if C is
maximally Type T , i.e. there exists no Type T code which properly contains C.

Proof. That T/C is well-defined follows immediately from the isotropy of the
code C. Since

{(c′ + C, c′) | c′ ∈ C⊥} ⊆ C⊥/C ⊕ V
is a self-dual Type (T/C ⊥ −T ) code, the elements [T/C] = [T ]. Moreover, the
nonzero Type T/C codes correspond to the Type T codes which properly contain
C, hence T/C is anisotropic if and only if C is maximally Type T . �

In analogy with Theorem 4.1.9, one may show that

Theorem 4.3.4. Every element of W(R) has an anisotropic representative, which is
unique, up to form isometry.
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In the rest of this section the following theorem is proven, which claims that
up to equivalence, the form ringR has only finitely many representations.

Theorem 4.3.5. W(R) is a finite group.

Theorem 4.3.5 will first be proven for form rings over finite fields, which yields
the claim of the theorem for form rings over matrix rings over fields (cf. Theorem
4.3.17), and finally for general finite rings.

Lemma 4.3.6. If R is a form ring over a finite field F such that the associated map λ
is injective thenW(R) is a finite group. More precisely, W(R) is isomorphic to a Witt
group of equivariant forms in the sense of Section 4.1, or isomorphic to a Witt group of
quadratic forms in the sense of Example 4.2.17.

Proof. Let R = (F,M = F, ψ,Φ). If Φ = {0} then the map {{ }} is surjective,
and for a representation T = (V, ρM , ρΦ, β), isotropy of subspaces is equivalent
with self-orthogonality with respect to β. Moreover, in this case

β(v, fv) = {{ ρM(ψ(f)) }} (v) = ρΦ( {{ψ(f) }} )(v) = 0

for all f ∈ F and all v ∈ V and hence in this case R has no nonzero anisotropic
representations, i.e. W(R) is trivial. If F has odd characteristic then, too, {{ }} is
surjective, which is seen as follows. The associated involution J is a field auto-
morphism of order 1 or 2 of F, since fJ2

= εJfJ
2
ε = f for all f ∈ F (cf. Lemma

2.1.11). If J : F = Fr2 → F, f 7→ f r has order 2 then the map

θ : F→ {y ∈ F | yJ = y}, x 7→ xJx

is surjective, and ε = αr−1, for some α ∈ F. Since rescaling of R (cf. Definition
2.1.14) leaves the set T (R) invariant, we may assume that ε = 1, after rescaling
with α−1. Likewise, if J is the identity then ε satisfies ε2 = 1 and hence ε ∈
{1,−1}. The assumption that ε = −1 yields the contradiction

λ(φ) = τ(λ(φ)) = τ(ψ(ψ−1(λ(φ)))) = ψ(−ψ−1(λ(φ))) = −λ(φ).

Hence we may assume that ε = 1 if F has odd characteristic. Now assume that J
has order 2. Since λ( {{λ(φ′) }} ) = λ(2φ′) and λ is injective, {{λ(φ′) }} = 2φ′ for all
φ′ ∈ Φ. Hence if f ∈ Fwith θ(f) = f rf = 2−1 then

{{λ(φ′[f ]) }} = {{ 2−1λ(φ′) }} = φ′,

which shows the surjectivity of {{ }} in this case. If J is the identity then τ(ψ(f)) =
τ(ψ(fJ)) = τ(ψ(f)) for all f ∈ F, i.e. τ is the identity on M . This implies
λ( {{m }} ) = m + τ(m) = 2m for all m ∈ M , i.e. here {{ }} is surjective, too. Hence
in either of the two cases, ρΦ is determined by ρM , which itself is determined by
β. Hence T is uniquely determined by (V, β), and isotropy of subspaces of V is
equivalent with self-orthogonality with respect to β. The form β takes values in
1
p
Z/Z ∼= Fp, where p is the characteristic of F, and β is Fp-linear since it is biaddi-

tive. Since the prime field Fp is fixed by the automorphism J , the pair (V, β) may
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be viewed as an equivariant F-module, where F is viewed as an Fp-algebra. This
yields a group isomorphism

W(R)→W(F, J, 1), [(V, ρM , ρΦ, β)] 7→ [(V, β)]

into the finite Witt group of equivariant forms over F, which is known to be finite
(cf. Corollary 4.1.20). Hence the assumption follows in the case where F has odd
characteristic. Now assume that F has characteristic 2, and that Φ 6= {0}. Then T
is uniquely determined by ρφ(φ), for any nonzero element φ ∈ Φ, which is seen
as follows. Since

β(v, w) = ρM(λ(φ))(v, (ψ−1(λ(φ)))−1w) = λ(ρΦ(φ))(v, (ψ−1(λ(φ)))−1w)

for all v, w ∈ V , the map ρM is determined by ρΦ(φ). Assume that J has order 2,
then, as in odd characteristic, we may assume that ε = 1 after rescaling. More-
over, the map θ from above is surjective to the subfield of index 2 of F, and hence

Im(λ) ⊆ {m ∈M | τ(m) = m} = {ψ(f) | f ∈ F, f r = f} = ψ(Im(θ)),

i.e. |Φ| = | Im(λ)| ≤ | Im(θ)|. On the other hand,

ψ−1(λ(φ[f ])) = fJψ−1(λ(φ))f = θ(f)ψ−1(λ(φ)) (4.1)

for every f ∈ F, i.e. | Im(θ)| ≤ |φ[F]|, and hence there is a chain

| Im(θ)| ≤ |φ[F]| ≤ |Φ| ≤ | Im(θ)|,

in which equality holds. In particular φ[F] = Φ. Moreover,

λ( {{ψ(f) }} ) = ψ(f) + τ(ψ(f)) = ψ(f + f r) = ψ(TraceF/Fr(f))

and hence | Im( {{ }} )| ≥ | Im(TraceF/Fr)| = r. On the other hand,

| Im(( {{ }} )| ≤ |Φ| = | Im(θ)| = r

and hence | Im( {{ }} )| = r = |Φ|, i.e. {{ }} is surjective. Hence again W(R) is
isomorphic to a Witt group of equivariant forms, of the F2-algebra F, and hence
W(R) is cyclic of order 2.

It remains to consider the case where F has characteristic 2 and J is the iden-
tity. Equation (4.1) shows that |Φ| = |φ[F]| = |F| = |M |, i.e. in this case λ is bijec-
tive and, again, φ[F] = Φ. Hence T is uniquely determined by the pair (V, ρΦ(φ)),
and isotropy of subspaces is equivalent with isotropy with respect to ρΦ(φ). More-
over, ε2 = 1 and hence ε = 1, and hence τ is the identity on M , as seen in the case
where F has odd characteristic. This implies λ( {{m }} ) = m + τ(m) = m + m = 0
for all m ∈M and hence {{M }} = {0}, due to the injectivity of λ. This yields

ρM(ψ(f))(v, v) = {{ ρM(ψ(f)) }} (v) = ρΦ( {{ψ(f) }} )(v) = 0

for all v ∈ V and f ∈ F. Hence ρΦ(φ) takes values in 1
2
Z/Z ∼= F2, since

2ρΦ(φ)(v) = ρΦ(φ)(v) + ρΦ(φ)(v) = ρΦ(φ)(v + v)− λ(ρΦ(φ))(v, v) = 0
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for all v ∈ V . Hence (V, ρΦ(φ)) is a quadratic vector space over F2. This yields a
group monomorphism

W(R)→Wq(F2), [(V, ρM , ρΦ, β)] 7→ [(V, ρΦ(φ))]

into the Witt group of quadratic forms over F2. Note that this map is well-
defined since the quadratic spaces (V, φ) and (V, φ′ = φ[f ]) are isometric when-
ever φ′ ∈ Φ is nonzero. Now the quadratic vector space (Fr2 , N) over F2, with
N(f) = TraceFr/F2(xr+1) for all f ∈ Fr2 , induces a nonzero anisotropic represen-
tation (V, ρM , ρΦ, λ(q)) of R, where ρM is determined by λ(q) and ρΦ is given by
the condition ρΦ(λ−1(ψ(1))) = q. SinceWq(F2) is cyclic of order 2, this implies the
surjectivity of the above monomorphism. Hence if F has characteristic 2 and J is
the identity thenW(R) is isomorphic to the Witt group of quadratic forms over
F2. �

In order to generalize Lemma 4.3.6 to arbitrary form rings over finite fields,
we change to a quotient form ring R/Iλ, to which Lemma 4.3.6 applies. Lemma
4.3.12 states thatW(R/Iλ) has finite index inW(R).

Definition 4.3.7. A form ideal in R is a pair I = (I,Γ), where I is an ideal in R and
Γ is a submodule of Φ with {{ψ(I) }} + Φ[I] ⊆ Γ ⊆ Φ and λ(Γ) ⊆ ψ(I).

Remark 4.3.8. Let I be an ideal in R with IJ = I . Then II := (I, λ−1(ψ(I))) is a form
ideal in R. In particular Iλ := (0, ker(λ)) is a form ideal. On the other hand, if (I,Γ) is
a form ideal then IJ = I .

Proof. Assume that IJ = I . The only non-trivial step in showing that II is a
form ideal is to show that {{ψ(I) }} ⊆ λ−1(ψ(I)), as follows. Let i ∈ I , then

τ(ψ(i)) = τ(ψ(1)(1⊗ i)) = τ(ψ(1))(i⊗ 1) = ψ(ε)(i⊗ 1) = ψ(iJε) ∈ ψ(I),

and hence λ( {{ψ(i) }} ) = ψ(i)+τ(ψ(i)) ∈ ψ(I) since iJ ∈ I . Conversely, let (I,Γ) be
a form ideal and let i ∈ I . Then by definition λ( {{ψ(i) }} ) = ψ(i) + τ(ψ(i)) ∈ ψ(I).
Hence τ(ψ(i)) = τ(ψ(1)(iJ ⊗ 1)) = τ(ψ(1))(1⊗ iJ) ∈ ψ(I) and hence

ψ−1(τ(ψ(1))(1⊗ iJ)) = ψ−1(τ(ψ(1)))iJ = εiJ ∈ I.

Since ε ∈ R is a unit, the latter implies that iJ ∈ I . Hence IJ = I , since J is
bijective. �

Example 4.3.9. Let radR be the Jacobson radical of R, i.e. the intersection of all maxi-
mal right ideals in R. The tuple rad(R) := (radR, λ−1(ψ(radR))) is a form ideal, called
the radical ofR.

Proof. The involution J induces a bijection between the setMR of all maximal
right ideals and the set RM of all maximal left ideals in R, and hence

(radR)J = (∩I∈MR
I)J = ∩I∈MR

IJ = ∩I′∈RMI ′ = radR.

Hence (radR)J = radR, and the claim follows with Remark 4.3.8. �
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Definition 4.3.10. The quotient form ring ofR by the form ideal I = (I,Γ) is

R/I := (R/I,M/ψ(I), ψI ,Φ/Γ),

where ψI : R/I →M/ψ(I), r + I 7→ ψ(r) + ψ(I), and structure maps

{{ }} I : M/ψ(I)→ Φ/Γ, m+ ψ(I) 7→ {{m }} + Γ,

λI : Φ/Γ→M/ψ(I), φ+ Γ 7→ λ(φ) + ψ(I).

The associated antiautomorphism JI of R/I is given by (r + I)JI = rJ + I .

Example 4.3.11. (i) Let the form ideal Iλ be as in Remark 4.3.8. In the quotient form
ring R/Iλ, the map λIλ is injective since λIλ(φ + ker(λ)) = λ(φ) for all φ ∈ Φ.
The representations of R/Iλ correspond to the representations of R with ker(λ) ⊆
ker(ρΦ).

(ii) The annihilator AnnR(T ) = (AnnR(V ), ker(ρΦ)) of a representation T is a form
ideal in R. If I ⊆ AnnR(T ) is a form ideal then T is also a representation of the
quotient form ring R/I, sometimes denoted by TI to indicate the change of form
rings. If AnnR(T ) = (0, 0) then T is called faithful. Clearly TAnnR(T ) is always a
faithful representation ofR/AnnR(T ).

Lemma 4.3.12. The Witt groupW(R) has a subgroup isomorphic toW(R/Iλ), which
is of finite index.

Proof. Let T be a finite representation of R and let φ′ ∈ ker(λ). Then
λ(ρΦ(φ′)) = ρM(λ(φ′)) = 0, i.e. ρΦ(φ′) is additive on V . Hence due to the non-
degeneracy of β, there exists some αT (φ′) ∈ V with

ρΦ(φ′)(v) = β(αT (φ′), v)

for every v ∈ V . One easily verifies that αT (φ′[r]) = εrJαT (φ′) for every r ∈ R
and hence αT (ker(λ)) is an R-submodule of V . Define an abelian group homo-
morphism ζ :W(R)→ HomZ(Φ,Quad(ker(λ),Q/Z)) by

ζ([T ])(φ) = φ′ 7→ ρΦ(φ)(αT (φ′)).

To show that ζ is well-defined, i.e. that ρΦ(φ)(αT (φ′)) does not depend on the
chosen representative T , let T ′ = (V ′, ρ′M , ρ

′
Φ, β

′) be another representative of [T ].
If C is a self-dual Type T ⊥ −T ′ code in V ⊥ V ′ then

(β ⊥ −β′)((αT (φ′), αT ′(φ
′)), (c, c′)) = β(αT (φ′), c)− β′(αT ′(φ′), c′)

= ρΦ(φ′)(c)− ρ′Φ(φ′)(c′) = (ρΦ ⊥ −ρ′Φ)(φ′)(c, c′) = 0

for all (c, c′) ∈ C, and hence (αT (φ′), αT ′(φ
′)) ∈ C. Hence due to the isotropy of C,

ρΦ(φ)(αT (φ′))− ρ′Φ(φ)(αT ′(φ
′)) = (ρΦ ⊥ −ρ′Φ)(φ)(αT (φ′), αT ′(φ

′)) = 0.
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Moreover, ζ respects orthogonal sums since always αT⊥T ′(φ′) = (αT (φ′), αT ′(φ
′)),

and hence is a well-defined homomorphism. In what follows it is shown that
ker(ζ) ∼= W (R/Iλ), which proves the assertion since the codomain of ζ is finite.
The kernel of ζ consists of those representations with ρΦ(φ)(αT (φ′)) = 0 for all
φ ∈ Φ and φ′ ∈ ker(λ), i.e. where αT (ker(λ)) is isotropic with respect to the
quadratic forms. Now if αT (ker(λ)) is isotropic then it is also Type T , since

β(αT (φ′), αT (φ′′)) = ρΦ(φ′)(αT (φ′′)) = 0

for all φ′, φ′′ ∈ ker(λ). In particular, the anisotropic representative T ′ of [T ] has
αT ′(ker(λ)) = {0}, i.e. Iλ ⊆ AnnR(T ). This yields an isomorphism

ker(ζ)→W(R/Iλ), [T ] 7→ [T ′Iλ ],

which proves the Lemma. �

From Lemma 4.3.6 and Lemma 4.3.12 it follows thatW(R) is finite whenever
R is a form ring over some finite field. In what follows we prove the finiteness of
W(R) in the case where the ground ring is a matrix ring over a finite field. These
form rings arise form form rings over finite fields as matrix form rings, as follows.

Definition 4.3.13. For a positive integer n the matrix form ring ofR is

Matn(R) := (Rn×n,Mn×n, ψn×n,Φ(n)),

where ψn×n is defined componentwise and the R⊗R-module structure on M is given by
ψ(r)(s⊗ t) = ψ(rJ

(n)
st), for r, s, t ∈ R, where (rJ

(n)
)ij = (rji)

J for r ∈ Rn×n, and J (n)

is the involution associated with Matn(R). The set

Φ(n) =


 φ1 mij

. . .
φn

 | φ1, . . . , φn ∈ Φ, mi,j ∈M

 .

is an Rn×n-qmodule, by imitating matrix multiplication as follows. Writing φ ∈ Φ(n) as
above, we have

φ[r]ij =


n∑
k=1

φk[rki] +
∑

1≤k≤l≤n
{{mkl(rki ⊗ rli) }} , i = j

n∑
k=1

λ(φk)(rki ⊗ rkj) +
∑

1≤k≤l≤n
mkl(rli ⊗ rkj) + τ(mlk)(rki ⊗ rlj), i 6= j.

The map τ : Mn×n →Mn×n is given by τ(m)ij = τ(mji), the map λ(n) : Φ(n) →Mn×n

is given by

λ(n)(

 φ1 mij

. . .
φn

) =

 λ(φ1) mij

. . .
τ(mij) λ(φn)

 ,
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and {{ }} (n) maps

{{

 m1,1 . . . m1,n
...

...
mn,1 . . . mn,n

 }} (n) =

 {{m11 }} mij + τ(mji)
. . .

{{mnn }}

 .

Theorem 4.3.14. Every form ring R over the matrix ring Fn×n over the finite field F is
isomorphic to some matrix form ring Matn(R0), whereR0 is a form ring over F.

Proof. Write R = (R,M,ψ,Φ) and let J be the antiautomorphism of Fn×n
associated with R. After rescaling, we may assume that BJ = (BJ0)tr for all
B ∈ Fn×n, where J0 is an automorphism of F which is applied componentwise
(cf. Remark 6.1.3). In particular the idempotent e = diag(1, 0, . . . , 0) ∈ R satisfies
eJ0 = e. Hence one easily verifies that

R0 := (R0, ψ(R0), ψ|R0 ,Φ[R0])

is again a form ring, whereR0 = eFn×ne ∼= F. In what follows it is shown thatR ∼=
Matn(R0). To this aim, let ei,j ∈ Fn×n be the element with its only nonzero entry,
which is 1, in its ith row and jth column, and let Pi,j ∈ Fn×n be the permutation
matrix such that left multiplication with Pi,j interchanges the ith and jth row. The
map

αR : R→ Rn×n
0 , αR(r)i,j = P1,iei,irej,jP1,j,

is well-defined since always e1,1P1,iei,i = P1,iei,i and ej,jP1,je1,1 = ej,jPj,1 and hence
always P1,iei,irej,jP1,j ∈ e1,1Fn×ne1,1 = R0. Similarly, one verifies that the maps

αM : M → (ψ(R0))n×n, αM(m)i,j = m (ei,iP1,i ⊗ ej,jP1,j)

and

αΦ : Φ→ (Φ[R0])(n), αΦ(φ)i,j =

{
φ[ei,iP1,i] i = j

λ(φ)(ei,iP1,i ⊗ ej,jP1,j) i < j

are well-defined. It can be shown by elementary calculations that the triple
(αR, αM , αΦ) is a form ring isomorphism. For reader’s convenience we give the
inverse maps

α−1
M : Rn×n

0 → R, (ri,j)
n
i,j=1 7→

n∑
i,j=1

ri,j(P1,i ⊗ P1,j)

and α−1
Φ : (Φ[R0])(n) → Φ with

α−1
Φ (


φ1 m1,2 . . . m1,n

φ2
. . . ...
. . . mn−1,n

φn

) =
n∑
i=1

φi[P1,i] +
∑
i<j

{{mi,j(P1,i ⊗ P1,j) }} ,

respectively, which shows that αM and αΦ are indeed bijective (for αR this is ob-
vious). �



64 CHAPTER 4. WITT GROUPS

Definition 4.3.15. For a finite representation T = (V, ρM , ρΦ, β) of R we define a rep-
resentation

T (n) := (V (n), ρMn×n , ρΦ(n) , β(n))

of Matn(R), which is called the nth power of T . Here V (n) consists of the matrices with
the elements of V as rows, which is a left Rn×n by usual matrix multiplication, and

β(n)(

 v1
...
vn

 ,

 v′1
...
v′n

) =
n∑
i=1

β(vi, v
′
i)

and

ρΦ(n)(

 φ1 mij

. . .
φn

)(

 v1
...
vn

) =
n∑
i=1

ρΦ(φi)(vi) +
∑
i<j

ρM(mij)(vi, vj).

Theorem 4.3.16. Every representation of Matn(R) is isomorphic to a representation
T (n), where T is a representation ofR.

Proof. Write R = (R,M,ψ,Φ) and let Tn := (Vn, (ρMn×n)n, (ρΦ(n))n, βn) be a
representation of Matn(R). Let ei be the primitive idempotent of Rn×n with its
only nonzero entry, which is 1, in its ith row and column. Then Vn ∼= ⊕ni=1eiVn as
abelian groups. As R-modules via the natural embedding R ↪→ Z(Rn×n), the eiV
are all isomorphic, by

ekVn → elVn, ekv 7→Mk,l el v,

where Mk,l is the permutation matrix satisfying Mk,lelMk,l = ek, and hence

ϕ : Vn → (e1Vn)(n), v 7→


e1v

M2,1e2v
...

Mn,1env


is an isomorphism of Rn×n-modules. Observe that in general, Me,yer is not
invertible, for e, y, r ∈ {1, . . . , n}.

Define a representation T := (e1V, ρM , ρΦ, β) ofR by

β : e1Vn × e1Vn → Q/Z, (e1v, e1v
′) 7→ βn(e1v, e1v

′)

and ρΦ : Φ → Quad(e1Vn,Q/Z), φ 7→ (e1v 7→ (ρΦ(n))n(diag(φ, 0, . . . , 0))(e1v)).
Then ϕ is a form isometry, since

β(n)(ϕ(v), ϕ(v′)) =
n∑
i=1

β(Mi,1eiv,Mi,1eiv
′) =

n∑
i=1

β(e1Mi,1v, e1Mi,1v
′)

=
n∑
i=1

βn(e1Mi,1v, e1Mi,1v
′) =

n∑
i=1

βn(eiv, eiv
′)

= βn(v, v′)
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for all v, v′ ∈ V . Moreover, if (m)(i,j) is the matrix with its only nonzero entry
m ∈M in the ith row and jth column then

ρ
(n)
Φ (

(
φ1 mi,j

. . .
φn

)
)(ϕ(v)) =

n∑
i=1

ρΦ(φi)(Mi,1eiv) +
∑
i<j

ρM(mi,j)(Mi,1eiv,Mj,1ejv)

=
n∑
i=1

ρΦ(φi)(e1Mi,1v) +
∑
i<j

β(e1Mi,1v, e1Mj,1mi,jv)

=
n∑
i=1

(ρΦ(n))n(diag(φi, 0, . . . , 0))(e1Mi,1v) +
∑
i<j

βn(e1Mi,1v, e1Mj,1mi,jv)

= (ρΦ(n))n(diag(φ1, . . . , φn))(v) +
∑
i<j

(ρMn×n)n((mi,j)
(i,j))(eiv, eiv)

= (ρΦ(n))n(diag(φ1, . . . , φn))(v) +
∑
i<j

(ρΦ(n))n((mi,j)
(i,j))(eiv)

= (ρΦ(n))n(

(
φ1 mi,j

. . .
φn

)
)(v)

for all v ∈ V . Hence Tn = T (n), which proves the assertion. �

Theorem 4.3.17. The map W(R) → W(Matn(R)), [T ] 7→ [T (n)] is a well-defined
group isomorphism. HenceW(Matn(R)) is finite wheneverW(R) is finite. In particular
ifR is a form ring over a matrix ring Fn×n, for a finite field F, thenW(R) is finite.

Proof. Let V be the R-module associated with T . If C is a Type T code in
V then the submodule C(n) ≤ V (n) consisting of the matrices with the elements
of C as rows is a Type T (n) code, which is self-dual if and only if C is self-dual.
Hence the above maps metabolic representations to metabolic representations.
Since orthogonal sums are mapped to orthogonal sums, the above map is well-
defined. The surjectivity follows from Theorem 4.3.16. Similarly, every self-dual
code Type T (n) code Cn in (e1Vn)(n) is of the form C(n), for some self-dual Type T
code C in e1Vn, which implies the injectivity. �

Definition 4.3.18. Let Ri = (Ri,Mi, ψi,Φi), for i = 1, 2 be form rings with associated
involution Ji. Then the direct sum

R1 ⊕R2 := (R1 ×R2,M1 ⊕M2, ψ,Φ1 ⊕ Φ2)

is again a form ring, where ψ((r1, r2)) = (ψ1(r1), ψ2(r2)) for r1, r2 ∈ R. The associated
involution is given by (r1, r2) 7→ (rJ1

1 , r
J2
2 ). Clearly the Witt group W(R1 ⊕ R2) ∼=

W(R1)⊕W(R2).

Now we can prove Theorem 4.3.5 for arbitrary finite form rings.

Proof of Theorem 4.3.5. It suffices to show thatW(R/Iλ) is finite, according
to Lemma 4.3.12, i.e. we may assume that λ is injective. If radR is nontrivial
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then there exists some minimal integer t with (radR)t = {0}, since R is finite and
hence radR is nilpotent. Let I := (radR)d

t
2
e, then IJ = I according to Example

4.3.9, and hence IJI = I2 = {0}. Let T = (V, ρM , ρΦ, β) be a representation of R,
then

β(iv, jw) = β(jJ iv, w) = 0

for all v, w ∈ V and all i, j ∈ I , i.e. IV is a self-orthogonal code. Moreover,

λ(φ[i]) = λ(φ)(i⊗ i) = ψ(ψ−1(λ(φ)))(i⊗ i) = ψ(iJψ−1(λ(φ))i) = 0

for all φ ∈ Φ and i ∈ I and hence Φ[I] = {0}, sinceλ is injective. Hence always

ρΦ(φ)(iv) = ρΦ(φ[i])(v) = 0,

and hence the code IV is Type T . In particular if T is anisotropic then I ⊆
AnnR(V ). Moreover, in this case

ρΦ( {{ψ(i) }} )(v) = {{ ρM(ψ(i)) }} (v) = ρM(ψ(i))(v, v) = β(v, iv) = β(v, 0) = 0

for all i ∈ I and v ∈ V , and hence {{ψ(I) }} ⊆ ker(ρΦ). Hence the form ideal
I = (I, {{ψ(I) }} ) ⊆ AnnR(T ) for every anisotropic representation T , which yields
a group isomorphism

W(R)→W(R/I), [T ] 7→ [T ′I ],

where T ′ is the anisotropic representative of [T ]. Iterating these arguments, we
may assume that radR = {0}, i.e. that R is semisimple. Let 1 = e1 + . . .+ ek be an
orthogonal decomposition into central idempotents with ei = eJi , such that every
orthogonal decomposition ei = f + g with fJ = f and gJ = g is trivial, i.e. f = 0
or g = 0. ThenR ∼= ⊕ki=1eiR, where

eiR = (eiR,M(1⊗ ei), ψ(eiR),Φ[ei]),

and hence W(R) ∼= ⊕ki=1W(eiR). Now either ei is central primitive or it is the
sum of two orthogonal central idempotents e = f + g with fJ = g. In the latter
caseW(eiR) is trivial, since if Ti is a representation of eiR on the eiR-module then
fVi is a self-dual Type Ti code. Hence we may assume that R is simple. Then R
is isomorphic to a matrix form ring (cf. Theorem 4.3.14), hence we may assume
that R is a finite field, by Theorem 4.3.17. In this case, the claim of the Theorem
has already been proven in the beginning of this section (cf. Theorem 4.3.17). �



Chapter 5

Scalars in Clifford-Weil groups

For a code C of length N over the alphabet V , the weight enumerator cwe(C) is a
homogeneous complex polynomial of degree N with variables indexed by V ,

cwe(C) :=
∑
v∈V N

N∏
i=1

xvi ∈ C[xv | v ∈ V N ] .

The weight enumerator contains some information on the code C which is of
interest in coding theoretic applications. For instance the minimum weight

min
06=c∈C

|{i ∈ {1, . . . , N} : ci 6= 0}|,

which, if the alphabet V is a group, is a measure for the error-correcting properties
of C, can be read off from cwe(C). Conversely, certain properties of the code give
rise to invariance properties of its weight enumerator. For instance, it follows
from the famous MacWilliams identity that the weight enumerator of every self-
dual binary code (Type 2EI ) is invariant under the variable substitution

(x0, x1) 7→ (
1√
2

(x0 + x1),
1√
2

(x0 − x1)) .

The weight enumerators of doubly-even binary self-dual codes (Type 2EII) are also
invariant under the variable substitution x1 7→ Ix1, where I is a complex prim-
itive fourth root of unity, since the weight of every codeword is a multiple of 4.
More generally, to every Type T of codes in the sense of [33] (cf. Chapter 2.2)
one associates a complex matrix group C(T ) which acts on C[xv | v ∈ V ] by lin-
ear variable substitutions, such that the weight enumerators of self-dual Type T
codes are left invariant. This group is called the Clifford-Weil group for the Type
T (cf. Definition 5.1). Scalar elements in this group, i.e. elements ϕζ which map
xv 7→ ζxv, for all v ∈ V and some ζ ∈ C∗, map every homogeneous polynomial p
of degree N to ζNp. Hence due to the invariance properties of weight enumera-
tors all the ζN must be trivial if there exists a self-dual Type T code of length N ,
i.e. if [TN ] = [T ]N is zero in the Witt group of the underlying form ring. In this
chapter it is shown that the connection betweenW(R) and the scalar subgroup of

67
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C(T ) is even stronger for finite form ringsR (recall that finiteness ofR is assumed
throughout this thesis). Theorem 5.1.7 states that the order of the scalar subgroup
equals the order of [T ] ∈ W(R), i.e. the minimum length for which there exists
a self-dual Type T code can a priori be read off from C(T ). The result is already
contained in [33, Cor. 5.5.4]. However, the proof given here covers some gaps in
the proof given in [33] and parts of it have been published in [13].

5.1 The Clifford-Weil group C(T )

Let T = (V, ρM , ρΦ, β) be a finite representation of the finite form ring R =
(R,M,ψ,Φ). In this section we introduce the Clifford-Weil group C(T ), a com-
plex matrix group such that the weight enumerators of self-dual Type T codes
are invariant under the variable substitutions given by C(T ). In order to define
C(T ) we need the notion of symmetric idempotents below.

Definition 5.1.1. A nonzero element e ∈ R is called an idempotent if e2 = e. An
idempotent e is called symmetric with respect to the involution J of R if eR ∼= eJR as
right R-modules.

Remark 5.1.2. (i) If e ∈ R is an idempotent then so is eJ , and there is a decomposition

R = eR⊕ (1− e)R = eJR⊕ (1− eJ)R

of R as a right R-module. Since R is finite, the Krull-Schmidt Theorem applies,
i.e. a decomposition of R into indecomposable right R-modules is unique, up to
isomorphism and permutation of the summands. Hence e is symmetric if and only
if the idempotent 1− e is symmetric.

(ii) Let e ∈ R be a symmetric idempotent. For an isomorphism α : eR → eJR, define
elements ue := α−1(eJ) ∈ eReJ and ve := α(e) ∈ eJRe with

ueve = α−1(eJ)ve = α−1(eJve) = α−1(ve) = α−1(α(e)) = e,

veue = α(e)ue = α(eue) = α(ue) = α(α−1(eJ)) = eJ .

There is an abelian group decomposition V = eV ⊕ (1−e)V , and on the summands
there are non-degenerate Z-bilinear forms

βe : eV × eV → Q/Z, (v, w) 7→ β(v, vew)

and β1−e, which is defined similarly. This induces another non-degenerate form

βe ⊥ β1−e : V × V → Q/Z, (v, w) 7→ βe(ev, ew) + β1−e((1− e)v, (1− e)w),

with respect to which V decomposes orthogonally as V = eV ⊥ (1−e)V . Moreover,
every self-dual code C = C⊥,β in V decomposes into abelian groups C = eC⊕ (1−
e)C, where

eC = (eC)⊥,βe = {v ∈ eV | βe(v, c) = 0 for all c ∈ eC},

and likewise, (1− e)C = ((1− e)C)⊥,β1−e .



5.1. THE CLIFFORD-WEIL GROUP C(T ) 69

Proof. To prove (ii), note that due to the identity βe(ev, ew) = β(v, vew) =
β(vJe v, w), for all v, w ∈ V , shows that an element ev ∈ rad(βe) if and only if
vJe v ∈ rad(β) = {0}, i.e. 0 = uJe v

J
e v = ev. Hence βe is non-degenerate. If C

is self-dual with respect to β then by definition n element ev lies in (eC)⊥,βe if
and only if βe(v, c) = β(v, vec) = 0 for all c ∈ eC. Now eC → eJC, ec 7→ vec
defines a bijection (with inverse eJc 7→ uec), hence the latter is equivalent with
β(v, eJc) = β(ev, c) = β(v, c) = 0 for all c ∈ C, i.e. v ∈ eC⊥ = eC, which proves
the assertion. �

Definition 5.1.3. Let C[bv | v ∈ V ] be the complex vector space with basis indexed by
the elements of V . The Clifford-Weil group C(T ) is the subgroup of Aut(C[bv | v ∈ V ])
generated by the elements

mr : bv 7→ brv, dφ : bv 7→ exp(2πiρΦ(φ)(v))bv,

he,ue,ve : bv 7→ |eV |−
1
2

∑
w∈eV exp(2πiβ(w, vev))bw+(1−e)v,

for r ∈ R∗, φ ∈ Φ and symmetric idempotents e = ueve ∈ R.

The calculations with Clifford-Weil groups, for instance in Example 5.1.8, are
simplified by the following Lemma.

Lemma 5.1.4. Due to the obvious identities

dφ+φ′ = dφdφ′ , dφ[r] = m−1
r dφmr, he,ue,ve = he,e,emve ,

which hold for all φ, φ′ ∈ Φ, r ∈ R∗ and symmetric idempotents e = ueve ∈ R with
eJ = e, the Clifford-Weil group

C(T ) = 〈mr, dφ, he,ue,ve | e = ue = ve if eJ = e〉,

where r and φ run through generating subsets of R∗ and Φ, respectively.

The action of C(T ) on C[bv | v ∈ V ] naturally induces an action on the polyno-
mial ring C[xv | v ∈ V ], by variable substitutions according to as the basis vectors
of C[bv | v ∈ V ] are mapped. The following is Theorem 5.5.1 in [33].

Theorem 5.1.5. If C is a self-dual Type T code then cwe(C) is left invariant under all
variable substitutions defined by C(T ).

Remark 5.1.6. The scalar subgroup of C(T ) is

S(C(T )) := {ϕζ ∈ C(T ) | ϕζ(bv) = ζ · bv for all v ∈ V } = C(T ) ∩ C∗ · id .

The weight enumerator of a self-dual Type T code C of length t is homogeneous of degree
t and left invariant under every element ϕζ ∈ S(C(T )), i.e.

cwe(C) = ϕζ(cwe(C)) = ζt · cwe(C).

Hence ζt = 1 whenever there exists a self-dual Type T code of length t, i.e. whenever
[T t] = [T ]t = 0. Hence the order of [T ] is always a multiple of the order of the scalar
element ϕζ , i.e. S(C(T )) is isomorphic to a subgroup of C∗ with finite exponent, hence is
finite.
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Hence the order of the scalar subgroup S(C(T )) is a multiple of the order of the
element [T ] ∈ W(R). In this section the following stronger result will be proven.

Theorem 5.1.7. If R is a finite form ring then the order of the element [T ] ∈ W(R)
equals the order of the scalar subgroup S(C(T )).

Example 5.1.8. We compute the Clifford-Weil groups for some of the representations
given in Section 2.2, and verify Theorem 5.1.7 in these cases.

(i) Self-dual binary codes (Type 2EI ). Clearly there exists a self-dual Type 2EI code
of length N if and only if N is even, i.e. the element [2EI ] has order 2 in the Witt
group of the underlying form ring. The Clifford-Weil group C(2EI ) is generated by
the elements

d := d1 =

(
1 0
0 −1

)
and h := h1,1,1 =

1√
2

(
1 1
1 −1

)
,

where the columns give the images of the variables x0, x1, i.e. the variable substitu-
tion defined by h is

x0 7→
1√
2

(x0 + x1), x1 7→
1√
2

(x0 − x1),

the MacWilliams transformation for binary codes (see [25, Ch.5 §5]). Since d2 =
h2 = (dh)8 = I2, the group C(2EI ) ∼= D16 is isomorphic to the dihedral group
of order 16. The scalar subgroup of C(2EI ) is generated by (dh)4 = − id, hence
the claim of Theorem 5.1.7 holds in this case. The invariant ring of C(2EI ) is a
polynomial ring C[cwe(i2), cwe(e8)] with variables the weight enumerators of the
Type 2EI codes i2 = 〈(1, 1)〉, and the extended Hamming code e8 of length 8, with
generator matrix 

1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

 .

In particular the weight enumerator of every self-dual Type 2EI code is a polynomial
in cwe(i2) and cwe(e8), which is a well-known result by Gleason (cf.[9]).

(ii) Self-dual binary Type II codes (Type 2EII). These codes are Type 2EI , with the
additional property of being doubly-even (cf. Section 2.2.2), which is modeled by an
additional quadratic form ρΦ(1) : F2 → Q/Z, v 7→ 1

4
v2. This yields an additional

variable substitution
d′ = diag(1, i) ∈ C(2EII),

hence C(2EII) = 〈C(2EI ), d′〉. One computes that C(2EII) has order 192, and that its
invariant ring is a polynomial ring C[cwe(e8), cwe(g24)], where e8 is as above and
g24 is the extended Golay code of length 24. Hence there exists a self-dual Type II
code of length N if and only if N is a multiple of 8, i.e. [2EII] has order 8 in the
Witt group of the underlying form ring. Again, Theorem 5.1.7 holds true, since
S(C(2EII)) is generated by the element (d′h)3 of order 8.
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(iii) Self-dual binary codes with a fixed-point free automorphism of order 2 (cf.
[14]). Let N be even and let SN be the symmetric group on N points. The natural
action of the element

σ := (1, 2)(3, 4) . . . (N − 1, N) ∈ SN

on FN2 induces a 〈σ〉-module structure on FN2 . By Remark 4.0.8, a code C ≤ FN2
is σ-invariant if and only if C is a F2〈σ〉-submodule of FN2 . Hence the Type of
σ-invariant binary codes is given by the representation T = T (V, β) of the form
ring

R(F2C2, J = id, 1) = (F2C2,F2C2, id,Φ = F2C2)

(see Section 2.2.4), where the generating element of C2 acts on V = F2
2 with matrix

( 0 1
1 0 ), and β is the standard scalar product on V . To give generators of the Clifford-

Weil group C(T ), note that the unit group (F2C2)∗ is generated by a and Φ is
generated by 1 and a. Moreover, 1 = 1J is the only symmetric idempotent of F2C2.
Hence according to Lemma 5.1.4, with respect to the basis (b(0,0), b(0,1), b(1,0), b(1,1))
of C[bv | v ∈ V ], generators of C(T ) are given by

d1 := diag(1,−1,−1, 1), ma =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ,

h1 = 1
2


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


(note that da = id). One computes that C(T ) has order 16 and is isomorphic to
the direct product C2 × D8, where D8 is the dihedral group of order 8. The scalar
subgroup of C(T ) is trivial, and 〈(1, 1)〉 is a self-dual Type T (V, β) code of length 1,
hence again, the claim of Theorem 5.1.7 holds true.

The proof of Theorem 5.1.7, in Section 5.4, requires some preparation in the
subsequent sections. The proof will first be given for form rings over finite fields,
and then successively for general finite rings. To perform this generalization,
we use the fact that the order of S(C(T )) remains unchanged if one passes to a
quotient representation T/C. Note that this is plausible, since [T/C] = [T ] (cf.
Remark 4.3.3). To prove that always S(C(T )) ∼= S(C(T/C)), we view the Clifford-
Weil group as a projective representation of a universal hyperbolic counitary group
U(R,Φ) in Section 5.2. The group U(R,Φ) only depends on the underlying form
ring and is finite. Along the way, we define a universal Clifford-Weil group

C(R) ∼= Hom(W(R),C∗). U(R,Φ),

which is finite since U(R,Φ) andW(R) are finite. Since C(T ) is always a quotient
of C(R) (cf. Definition 5.5.3), it is finite as well.



72 CHAPTER 5. SCALARS IN CLIFFORD-WEIL GROUPS

5.2 C(T ) as a projective representation of U(R,Φ)

Let R = (R,M,ψ,Φ) be a finite form ring and let T be a finite representation of
R, over the R-module V . The content of this subsection is basically [33, Theorem
5.3.2], which states that the Clifford-Weil group C(T ) is a projective representation
of the universal hyperbolic counitary group U(R,Φ) (cf. Remark 5.2.5). This pro-
vides a proof of finiteness for C(T ), since U(R,Φ) is finite and the scalar subgroup
of C(T ) is finite as well, by Remark 5.1.6. Here we give some of the calculations
for the proof of [33, Theorem 5.3.2] which were omitted in [33]. The results have
been published in [13].

Both C(T ) and the hyperbolic counitary group U(R,Φ) act on the Heisenberg
group E = E(V ⊕ V ) (cf. Definition 5.2.1, [17]), with the same image in Aut(E). By
UT (R,Φ) ≤ Aut(E) we denote the image of the action of U(R,Φ). The image of
the action of C(T ) isomorphic to C(T )/S(C(T )). This yields a group epimorphism
U(R,Φ)→ C(T )/S(C(T )) in Corollary 5.2.11.

In Definition 5.2.1 we will define Heisenberg groups E(W ) for a general R-
module W (cf. [17]), which leads to a definition of counitary groups U(R,Φ,W )
for a general R-module W and an R-qsubmodule Φ ≤ Quad(W,Q/Z) (cf. Defi-
nition 5.2.3). As a special case, the hyperbolic counitary group UT (R,Φ) will be
introduced in Definition 5.2.4.

Definition 5.2.1. Let W be a left R-module and let β ∈ BilZ(W,Q/Z). Then the associ-
ated Heisenberg group is

E(W ) = E(W,β) = W ×Q/Z,

with multiplication

(w, q)(w′, q′) := (w + w′, q + q′ + β(w,w′)).

Consider the central subgroup S := {(0, q) | q ∈ Q/Z} of E(W ). Clearly Z is
isomorphic to Q/Z. If β is non-degenerate and R is a field whose characteristic
is not 2, then S is characteristic since it equals the commutator subgroup E(W )′,
and S = Z(E(W )), see [17]. This does not hold over general rings R. However,
the group

FixAut(E(W ))(S) = {θ ∈ Aut(E(W )) | θ(s) = s for all s ∈ S}

still has an interesting structure.

Lemma 5.2.2. The semidirect product Aut(W )nQuad(W,Q/Z) with multiplication

(α, φ) · (α′, φ′) = (αα′, φ[α′] + φ′)

acts on E(W ) by

(α, φ)((w, q)) = ψα,φ((w, q)) := (α(w), φ(w) + q).
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The map ψα,φ is a group automorphism if and only if

β(α(w), α(w′))− β(w,w′) = φ(w + w′)− φ(w)− φ(w′) =: λ(φ)(w,w′) (5.1)

for all w,w′ ∈ W , and

{ψα,φ | (α, φ) ∈ Aut(W )nQuad(W,Q/Z)} ∩ Aut(E(W )) = FixAut(E(W ))(S).

Proof. Every element ψα,φ ∈ Aut(E(W )) satisfies Equation (5.1), since for ele-
ments (v, q), (v′, q′) ∈ E(W ) we have

ψα,φ((v, q)(v′, q′)) = (α((v + v′), q + q′ + β(v, v′) + φ(v + v′))

and this equals

ψα,φ((v, q))ψα,φ((v′, q′)) = (α(v + v′), q + q′ + φ(v) + φ(v′) + β(α(v), α(v′))).

Comparing the second components of the right hand sides of the above equations
yields that always

β(v, v′) + φ(v + v′) = φ(v) + φ(v′) + β(α(v), α(v′)),

which is equivalent to equation (5.1). The same argument shows that every pair
(α, φ) with the property (5.1) induces an endomorphism of E(W ). One easily ver-
ifies that this endomorphism has an inverse mapping ψα−1,−φ[α−1 ], hence is indeed
an automorphism of E(W ). Hence the pair (α, φ) acts as a group automorphism
on E(W ) if and only if it satisfies Equation (5.1).

Clearly every automorphism ψα,φ fixes the group S, so it remains to show
that every θ ∈ Aut(E(W )) which fixes the group S is of the form ψα,φ, for some
α ∈ Aut(W ) and some φ. To this aim, note that

θ((v, q)) = θ((v, 0) · (0, q)) = θ((v, 0)) · (0, q)

for all (v, q) ∈ E(W ), and write θ((v, 0)) := (αθ(v), φθ(v)). As one easily verifies,
αθ ∈ Aut(W ) and φθ ∈ Quad(W,Q/Z), and

θ((v, q)) = (αθ(v), φθ(v)) · (0, q) = (αθ(v), φθ(v) + q),

hence θ = ψαθ,φθ . �

Definition 5.2.3. Let W be an R-module, β ∈ BilZ(W,Q/Z) and let Φ be a submodule
of Quad(W,Q/Z). The semidirect product R∗ n Φ acts on E(W ) by

(r, φ)((w, q)) = ψr,φ((w, q)) := (rw, φ(w) + q).

The associated counitary group is

U(R,Φ,W ) := {ψr,φ | (r, φ) ∈ R∗ n Φ} ∩ Aut(E(W )) ≤ FixAut(E(W ))(S).

More explicitly, U(R,Φ,W ) consists of the elements ψr,φ with

β(rw, rw′)− β(w,w′) = λ(φ)(w,w′)

for all w,w′ ∈ W (cf. Lemma 5.2.2).
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In order to define the hyperbolic counitary group, we now return to the con-
text of form rings and their representation – note that some of the structures in
form rings already appear in Definition 5.2.3.

In what follows, let R = (R,M,ψ,Φ) be a form ring and let T = (V, ρm, ρΦ, β)
be a finite representation ofR. Then the direct sum V 2 = V ⊕ V is a module over
the matrix ring R2×2 in the natural way, i.e.(

a b
c d

)
((v, w)) = (av + bw, cv + dw).

In writing the elements of V 2 as rows and not as columns, we follow the conven-
tion that codewords are usually written as rows– remember that a code, in the
language of form rings and representations, is an R-submodule of V t, for some
natural number t. The module V 2 carries a Z-bilinear form

V 2 × V 2 → Q/Z, ((v, w), (v′, w′)) = β2((v′, w′),

(
0 0
1 0

)
(v, w)) = β(w′, v),

where β2 : V 2 × V 2 → Q/Z, ((v, w), (v′, w′)) 7→ β(v, v′) + β(w,w′) (cf. Definition
2.1.16). This setting defines a Heisenberg group

E = E(V 2) = V 2 ×Q/Z (5.2)

with inner multiplication

((v, w), q)((v′, w′), q′) = ((v + v′, w + w′), q + q′ + β(w′, v)),

according to Definition 5.2.1. In what follows, we will always write E for the
group in (5.2). To associate a counitary group, let

Φ2 := {
(
φ1 m

φ2

)
| φ1, φ2 ∈ Φ, m ∈M},

which is an R-qmodule via(
φ1 m

φ2

)[(
a b
c d

)]
=

(
φ′1 m′

φ′2

)
,

where

φ′1 := φ1[a] + φ2[c] + {{m(a⊗ c) }} ,
m′ := λ(φ1)(a⊗ b) +m(a⊗ d) + λ(φ2)(c⊗ d) + τ(m)(c⊗ b),
φ′2 := φ1[b] + φ2[d] + {{m(b⊗ d) }} .

The map ρΦ2
: Φ2 → Quad(V 2,Q/Z) defined by

ρΦ2(

(
φ1 m

φ2

)
)((v, w)) = ρΦ(φ1)(v) + ρΦ(φ2)(w) + ρM(m)(v, w),

is a homomorphism of R2×2-qmodules. This setting now defines the hyperbolic
counitary group as follows.
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Definition 5.2.4. For a finite representation T of R, the hyperbolic counitary group
is

UT (R,Φ) := U(R2×2, ρΦ2(Φ2), V 2) = {ψr,φ | (r, φ) ∈ (R2×2)∗nρΦ2(Φ2)}∩Aut(E(V 2)).

A more explicit description of the elements of UT (R,Φ) is given in the follow-
ing Remark.

Remark 5.2.5. LetR = (R,M,ψ,Φ) be a form ring and let

(r, φ) =

((
a b
c d

)
, ρΦ2(

(
φ1 m

φ2

)
)

)
∈ (R2×2)∗ n ρΦ2(Φ2).

The element ψr,φ lies in the hyperbolic counitary group UT (R,Φ) of a representation T of
R if and only if (

cJa cJb
dJa− 1 dJb

)
=

(
ψ−1(λ(φ1)) ψ−1(m)
ψ−1(τ(m)) ψ−1(λ(φ2))

)
. (†)

This condition does not depend on the representation T . The subgroup U(R,Φ) ≤
(R2×2)∗ n Φ2 formed by the elements which satisfy condition (†) is therefore called the
universal hyperbolic counitary group.

Proof. By definition ψr,φ lies in UT (R,Φ) = U(R2×2,Φ2, V
2) if and only if

β2

(
r · (v′, w′),

(
0 0
1 0

)
· r · (v, w)

)
− β2

(
(v′, w′),

(
0 0
1 0

)
· (v, w)

)
= λ(φ) (((v, w), (v′, w′)))

for all (v, w) and (v′, w′) ∈ V 2. Some elementary transformations of the left and
the right hand side of this equation yield the equivalent condition

ρM(ψ(cJa))(v′, v)+ρM(ψ(cJb))(v′, w)+ρM(ψ(dJa− 1))(w′, v)+ρM(ψ(dJb))(w′, w)

=ρM(λ(φ1))(v′, v) +ρM(m)(v′, w) +ρM(τ(m))(w′, v) +ρM(λ(φ2))(w′, w).

By suitable choices of v, v′, w, w′ and m one verifies that the latter holds if and
only if the four conditions given by the matrix equation (†) are fulfilled. �

The universal hyperbolic counitary group U(R,Φ) acts as group automor-
phisms on E(V 2) whenever T is a representation on the R-module V , and the
hyperbolic counitary group UT (R,Φ) ≤ Aut(E(V 2)) is the image of this action.

The following Theorem gives generators for U(R,Φ), under the condition that
the ringR be semiperfect, i.e. R/ radR is semisimple and idempotents ofR/ radR
lift to idempotents of R, where radR is the Jacobson radical of R, i.e. the inter-
section of all maximal right ideals in R. This condition is satisfied in all the cases
which are of interest in this work since all Artinian rings, and particularly all fi-
nite rings, are semiperfect. For a proof of Theorem 5.2.6 we refer to [33, Theorem
5.2.9].
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Theorem 5.2.6. Let r ∈ R∗, φ ∈ Φ and let e = ueve be a symmetric idempotent. Then
the elements

d((r, φ)) :=

((
(rJ)−1 (rJ)−1ψ−1(λ(φ))

0 r

)
,

(
0 0

φ

))
and

He,ue,ve :=

((
1− eJ ve
−ε−1uJe 1− e

)
,

(
0 ψ(−εe)

0

))
generate the universal hyperbolic counitary group U(R,Φ).

Note that Theorem 5.2.6 provides generators for UT (R,Φ) for every finite rep-
resentation T ofR, since UT (R,Φ) is an epimorphic image of U(R,Φ).

The following Theorem 5.2.7 and Lemma 5.2.8 aim to establish a connection
between C(T ) and UT (R,Φ) ≤ Aut(E), which we will use to define a projective
representation ρ : UT (R,Φ)→ C(T ) in Corollary 5.2.11.

Theorem 5.2.7. E acts linearly and faithfully on C[bv | v ∈ V ] by

((z, x), q) · bv = exp(2πi(q + β(v, z)))bv+x

for all ((z, x), q) ∈ E and v ∈ V , yielding an irreducible representation ∆ : E →
GL|V |(C), i.e. the centralizer CGL(|V |)(∆(E)) consists only of scalar matrices.

Proof. It is a straightforward calculation to show that the above induces an ac-
tion of E and that this action is faithful. To see that CGL(|V |)(∆(E)) ∼= C∗, consider
the subgroup D := {((z, 0), 0) | z ∈ V } ≤ E . Let d := ((z, 0), 0) ∈ D, then

∆(d) = diag(exp(2πiβ(v, z)) | v ∈ V ).

Since β is non-degenerate, there exists some element of D whose first and second
diagonal entry are unequal. Hence the matrix obtained by taking only the first
two rows and columns of any centralizing element must be a diagonal matrix.
An iteration of this argument shows that ∆(D) is centralized only by diagonal
matrices.

Let T := {((0, x), 0) | x ∈ V } ≤ E , then ∆(T ) is a transitive subgroup
of the group of permutation matrices of rank |V |. Hence ∆(T ) is central-
ized only by those diagonal matrices which are scalar, which now implies that
CGL(|V |)(∆(E)) ∼= C∗. �

Lemma 5.2.8. The group C(T ) acts on ∆(E) by conjugation, yielding a group homo-
morphism c : C(T ) → Aut(∆(E)). The kernel ker(c) = S(C(T )) consists of the scalar
matrices in C(T ), by Theorem 5.2.7.

The following two Lemmata show that the generators mrdφ ∈ C(T ) act on
∆(E) the same way as d((r, φ)), and he,ue,ve acts as He,ue,ve .
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Lemma 5.2.9. For r ∈ R∗, φ ∈ Φ and (z, x, q) ∈ E(V ) we have

∆(d((r, φ))(z, x, q)) = (mrdφ)∆((z, x, q))(mrdφ)−1.

Proof. For the left hand side we calculate

d((r, φ))(z, x, q) = ((rJ)−1z + (rJ)−1ψ−1(λ(φ))x, rx, q + ρΦ(φ)(x)),

hence ∆(d((r, φ))(z, x, q)) maps the basis element bv (v ∈ V ) to

exp(2πi(q + ρΦ(φ)(x) + β(v, (rJ)−1z + (rJ)−1ψ−1(λ(φ))x)))bv+rx.

On the other hand

(mrdφ)∆((z, x, q))(mrdφ)−1(bv)

=mrdφ exp(2πi(q − ρΦ(φ)(r−1v) + β(r−1v, z))(br−1v+x)

= exp(2πi(q − ρΦ(φ)(r−1v) + β(r−1v, z) + ρΦ(φ)(r−1v + x)))(bv+rx)

= exp(2πi(q + β(r−1v, z) + ρM(λ(φ))(r−1v, x)))(bv+rx),

which is the same as the above since β(r−1v, z) = β(v, (rJ)−1z) by definition of
the involution J and

ρM(λ(φ))(r−1v, x) = β(r−1v, ψ−1(λ(φ))x) = β(v, (rJ)−1ψ−1(λ(φ))x).

�

Lemma 5.2.10. For a symmetric idempotent e = ueve ∈ R and (z, x, q) ∈ E(V ) we have

∆(He,ue,ve(z, x, q)) = he,ue,ve∆((z, x, q))h−1
e,ue,ve .

Proof. The group E(V ) is generated by (z, 0, 0), (0, x, 0), (0, 0, q) where z ∈
eJV ∪ (1− eJ)V , x ∈ eV ∪ (1− e)V , q ∈ Q/Z and it is enough to check the lemma
for these 5 types of generators. For (0, 0, q) this is clear. Similarly, if z ∈ (1− eJ)V
and x ∈ (1 − e)V , then both sides yield ∆((z, x, q)) as one easily checks. For
z ∈ eJV , x ∈ eV , q ∈ Q/Z

He,ue,ve(z, x, q) = (vex,−ε−1uJe z, q + β(z,−εx)).

To calculate the right hand side, we note that according to the decomposition

V = eV ⊕ (1− e)V

the space C[V ] = C[eV ]⊗ C[(1− e)V ] is a tensor product and

he,ue,ve = (he,ue,ve)C[eV ] ⊗ idC[(1−e)V ] .

Moreover the permutation matrix ∆((0, x, 0)) : bv 7→ bv+x for x ∈ eV is a tensor
product px ⊗ id and similarly the diagonal matrix ∆((z, 0, 0)) for z ∈ eJV is a
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tensor product dz ⊗ id. It is therefore enough to calculate the action on elements
of C[eV ]. For z = eJz ∈ eJV , x = ex ∈ eV and v = ev ∈ eV we get

he,ue,ve ◦∆((eJz, 0, 0)) ◦ h−1
e,ue,vebv

=he,ue,ve(|eV |−1/2
∑
w∈eV

exp(2πi(β(−ε−1vJe εv, w) + β(w, eJz)))bw)

=|eV |−1
∑
w′∈eV

∑
w∈eV

exp(2πi(β(−ε−1vJe εv, w) + β(w, eJz) + β(w′, vew)))bw′ .

Now β(−ε−1vJe εv, w) + β(w, eJz) + β(w′, vew) = β(−ε−1vJe εv+ ε−1z + ε−1vJe εw
′, w).

Hence the sum over all w is non-zero, only if−vJe εv+ z+vJe εw
′ = 0 which implies

that w′ = v− ε−1uJe z. Hence he,ue,ve ◦∆((eJz, 0, 0)) ◦h−1
e,ue,vebv = bv−ε−1uJe z

. A similar
calculation yields

he,ue,ve ◦∆((0, ex, 0)) ◦ h−1
e,ue,vebv

=he,ue,ve(|eV |−1/2
∑
w∈eV

exp(2πi(β(−ε−1vJe εv, w)))bw+ex)

=he,ue,ve(|eV |−1/2
∑
w∈eV

exp(2πi(β(−ε−1vJe εv, w − ex))bw)

=he,ue,ve ◦ h−1
e,ue,ve(exp(2πi(β(ε−1vJe εv, ex)))bv)

= exp(2πi(β(v, vex)))bv.

�

The preceding two Lemmata show that the action of C(T ) on ∆(E) induces an
embedding ι : C(T )/S(C(T ))→ Aut(E) with

ι(mr · S(C(T ))) = ψd((r,φ)) and ι(he,ue,ve · S(C(T ))) = ψHe,ue,ve

and hence Im(ι) = UT (R,Φ). This induces a group epimorphism

νT : U(R,Φ)
π−→ UT (R,Φ)

ι−1

−→ C(T )/S(C(T )),

where π : (r, φ) 7→ ψr,φ is the obvious epimorphism. Hence

Corollary 5.2.11. The map U(R,Φ)→ C(T ) defined on generators by

d((r, φ)) 7→ mrdφ, He,ue,ve 7→ he,ue,ve

is a projective representation.

Corollary 5.2.12. The Clifford-Weil group C(T ) is finite, since C(T )/S(C(T )) is the
epimorphic image of the finite group U(R,Φ), and S(C(T )) is finite by Remark 5.1.6.
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5.3 Scalar subgroups of quotient representations

In this section we prove the following Theorem needed in the proof of Theorem
5.1.7, filling a gap in [33]. Theorem 5.3.1 and its proof have also been published
in [13].

Theorem 5.3.1. Let C be an isotropic Type T code. Then S(C(T )) ∼= S(C(T/C)).

To prove the above theorem, we need the following well-known results on the
lifting of idempotents and units. These results hold over any Artinian ring, hence
in particular over finite rings.

Lemma 5.3.2. Let R be an Artinian ring and let I ⊆ R be an ideal. Then idempotents
and units modulo I lift to idempotents and units of R, i.e.

(i) for every e ∈ R with (e + I)2 = e + I ∈ R/I there exists some i ∈ I such that
e+ i ∈ R is an idempotent and

(ii) for every x ∈ R with x+ I ∈ (R/I)∗ there exists some i ∈ I such that x+ i ∈ R∗.

Lemma 5.3.3. Let R be an Artinian ring and let I ⊆ R be an ideal. Let e ∈ I + radR
such that e+ radR ∈ R/ radR is an idempotent. Then e lifts to an idempotent in I , i.e.
there exists some x ∈ radR such that (e+ x)2 = e+ x ∈ I .

Proof. Let x0 ∈ radR such that e0 := e + x0 ∈ I , then e2
0 − e0 ∈ radR. Define

a sequence (ei)i∈N0 recursively by ei := e2
i−1(2ei−1 − 1)−1 ∈ I . In what follows we

show that for a sufficiently large index i the ei are idempotents.
To see that the ei are well-defined, i.e. that always 2ei − 1 ∈ R∗, note that

always
(2ei − 1)2 = 1 + 4(e2

i − ei) ∈ 1 + radR ⊆ R∗

since e2
i − ei ∈ radR, which can be shown by induction on i as follows. For i = 0

the assertion is clear, hence e1 is well-defined. Now let i > 1 and assume that
e2
j − ej ∈ radR for all j ≤ i, then ei is well-defined and

e2
i − ei = e4

i−1(2ei−1 − 1)−2 − e2
i−1(2ei−1 − 1)−1

= (e4
i−1 − e2

i−1(2ei−1 − 1))(2ei−1 − 1)−2

= (e2
i−1 − ei−1(2ei−1 − 1)−2.

Now by the assumption of our induction, e2
i−1 − ei−1 ∈ radR and hence the same

holds for ei. Moreover, this argument shows that e2
i − ei ∈ (radR)2i , which is zero

for some finite index since R is Artinian. Hence there exists some index k such
that ek is an idempotent. Now x := ek − e =

∑k
i=0(ei − ei−1) ∈ radR since always

(ei − ei−1)(2ei−1 − 1) = ei−1 − e2
i−1 ∈ radR,

and the proof is complete. �
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Lemma 5.3.4. Let e ∈ R be an idempotent. If e + radR ∈ R/ radR is a symmetric
idempotent of the form ringR/ radR then e is symmetric, too. More precisely, if

e+ radR = ueve + radR and eJ + radR = veue + radR

for elements ue ∈ eReJ , ve ∈ eJRe then there exists an element ũe ∈ eReJ such that
e = ũeve and eJ = veũe.

Proof. We have ueve ∈ (eRe)∗ since ueve − e ∈ e(radR)e = rad(eRe), and
similarly veue ∈ (eJReJ)∗. The latter implies that there exists some x ∈ R with
veuex = eJ . Let ũe = uex, then veũe = eJ . It remains to prove that ũeve = e.
Multiplying both sides with ve yields an equivalent equation veũeve = ve, since ve
has a left inverse in (eRe)∗, since ueve ∈ (eRe)∗. Now the latter equation is true
since veũeve = eJve = eJ , and the claim follows. �

Lemma 5.3.5. Let r =
(
α β
γ δ

)
∈ (R2×2)? and let X =

(
φ1 m

φ2

)
∈ Φ2 such that ψmr,X ∈

UT (R,Φ). If δ2 = δ then e := 1− δ is a symmetric idempotent. More precisely, we have
e = ueve and eJ = veue with ue = −eγJeJ , ve = eJβe.

Proof. This is an elementary calculation:

ueve = −(1− δ)ε−1γJ(1− δJ)β(1− δ)
= −(1− δ)ε−1 γJβ︸︷︷︸

=αJ εδ−ε

(1− δ) + (1− δ)ε−1γJ δJβ︸︷︷︸
=βJ εδ

(1− δ)

= (1− δ)ε−1ε(1− δ)
= 1− δ
= e

and

veue = −(1− δJ)β(1− δ)ε−1γJ(1− δJ)

= −(1− δJ) βε−1γJ︸ ︷︷ ︸
=αδJ−1

(1− δJ) + (1− δJ)β δε−1γJ︸ ︷︷ ︸
=γδJ

(1− δJ)

= −(1− δJ)(−1)(1− δJ)

= 1− δJ

= eJ .

�

The following Lemma gives a homomorphism r : C(T ) → C(T/C) which
restricts to a group isomorphism r̃ : S(C(T )) → S(C(T/C)). Injectivity of r̃ is
straightforward; the rest of this section after Lemma 5.3.6 is devoted to the harder
part of showing the surjectivity of r̃.

Lemma 5.3.6. The group C(T ) acts on a submodule of C[V ] isomorphic to C[C⊥/C].
This yields a representation

r : C(T )→ GL(C[C⊥/C])
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with r(C(T )) ≤ C(T/C). For the scalar subgroups we get r(S(C(T ))) ≤ S(C(T/C))
and ker(r) ∩ S(C(ρ)) = {1}, i.e. r restricts to a group monomorphism r̃ : S(C(T )) →
S(C(T/C)).

For the proof of Lemma 5.3.6 we need

Remark 5.3.7. Consider the natural group epimorphism

θ : UT (R,Φ)→ UT/C(R,Φ), ψr,ρΦ2
(φ) 7→ ψr,ρ(Φ/C)2

(φ).

Let (r, φ) ∈ (R2×2)∗ n Φ2. Then ψr,ρΦ2(φ)
∈ ker(θ) if and only if

(r, φ) ∈
((

1 + I I
I 1 + I

)
,

(
Γ ψ(I)

Γ

))
,

where (I,Γ) = AnnR(T/C).

Proof. Write

(r, φ) =

((
α β
γ δ

)
,

(
φ1 ψ(i)

φ2

))
,

then for (c′1 + C, c′2 + C, q) ∈ E((C⊥/C)2) we have

θ(ψr,ρΦ2
(φ))(c

′
1 + C, c′2 + C, q)

=(αc′1 + βc′2 + C, γc′1 + δc′2 + C, q + ρΦ(φ1)(c′1) + ρΦ(φ2)(c′2) + ρM(m)(c′1, c
′
2)).

By suitable choices of c′1, c′2 one verifies that ψr,ρΦ2
(φ) ∈ ker(θ) if and only if α, δ ∈

1 + I, β, γ ∈ I, φ1, φ2 ∈ Γ, and ρM(ψ(i))(c′1, c
′
2) = 0 for all c′1, c′2 ∈ C⊥. The latter is

equivalent with i ∈ I , since

ρM(ψ(i))(c′1, c
′
2) = ρM(ψ(1)(1⊗ i))(c′1, c′2) = ρM(ψ(1))(c′1, ic

′
2) = β(c′1, ic

′
2),

which proves the assertion. �

Proof of Lemma 5.3.6. Let Rep denote a set of coset representatives of C⊥/C,
and define a subspace

U := {
∑
v∈Rep

∑
c∈C

avbv+c | av ∈ C} ≤ C[V ].

This subspace is isomorphic to C[C⊥/C] via

f : C[C⊥/C]→ U,
∑
v∈Rep

avbv+C 7→
∑
v∈Rep

∑
c∈C

avbv+c.

Hence we can define a group homomorphism

r : C(T )→ Aut(U), x 7→ f ◦ x ◦ f−1

which maps r(s · idC[V ]) = s · idC[C⊥/C]. Hence the restriction r̃ of r to the scalar
subgroup of C(T ) is injective. Let ϕ and ϕ/C be the projective representations of
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UT (R,Φ) associated with the representations T and T/C, respectively (cf. Corol-
lary 5.2.11). We will show that

f ◦ ϕ(He,ue,ve) ◦ f−1 = ϕ/C (θ(He,ue,ve)) (5.3)

and

f ◦ ϕ(d((r, φ))) ◦ f−1 = ϕ/C ((θ(d((r, φ)))) . (5.4)

Equations (5.3) and (5.4) imply that Im(r) ≤ C(T/C) = Im(p/C), which shows the
lemma. To prove Equation (5.3), let v + C ∈ C⊥/C and let T denote a set of coset
representatives of eC⊥/eC ∼= eC⊥/C. Then

(
f−1 ◦ ϕ(He,ue,ve) ◦ f

)
(bv+C) =

(
f−1 ◦ ϕ(He,ue,ve)

)
(
∑
c∈C

bv+c)

=f−1(
∑
c∈C

|eV |−
1
2

∑
w∈eV

exp(2πiβ(w, ve(v + c)))bw+(1−e)(v+c))

(?)
=f−1(|eV |−

1
2

∑
w∈eV

exp(2πiβ(w, vev))
∑

c′∈(1−e)C

∑
c∈eC

exp(2πiβ(w, vec))bw+(1−e)(v+c′))

=f−1(
|eC|
|eV | 12

∑
w∈eC⊥

∑
c′∈(1−e)C

exp(2πiβ(w, vev))bw+(1−e)(v+c′))

=f−1(
|eC|
|eV | 12

∑
w∈T

∑
c′∈(1−e)C

∑
c∈eC

exp(2πiβ(w, vev))bw+c+(1−e)(v+c′))

=f−1(
|eC|
|eV | 12

∑
w∈T

exp(2πiβ(w, vev))
∑
c∈C

bw+(1−e)v + c)

|eC⊥/C|−
1
2

∑
w∈eC⊥/C

exp(2πiβ/C(w, ve(v + C)))bw+(1−e)(v+C)

=ϕ/C(θ(He,ue,ve))(bv+C),

where (?) holds due to the fact that

∑
c∈eC

exp(2πiβ(w, vec)) =

{
|eC|, w ∈ eC⊥

0 otherwise

as seen in the proof of Theorem 5.1.5. To prove Equation (5.4) we note that
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ρΦ(φ)(c) = 0 for all c ∈ C and for all φ ∈ Φ and obtain(
f−1 ◦ ϕ(d((r, φ))) ◦ f

)
(bv+C) =

(
f−1 ◦ ϕ(d((r, φ)))

)
(
∑
c∈C

bv+c)

=f−1(ϕ(d((r, 0)))
∑
c∈C

exp(2πiρΦ(φ)(v + c))bv+c)

=f−1(
∑
c∈C

exp(2πiρΦ(φ)(v))brv+rc)

=f−1(
∑
c∈C

exp(2πiρΦ(φ)(v))brv+c)

= exp(2πiρΦ/C(φ)(v + C))br(v+C))

=ϕ/C(θ(d((r, φ))))(bv+C).

�

Remark 5.3.8. Let ι : C(T )/S(C(T ))→ UT (R,Φ) be as in Section 5.2. Since S(C(T )) is
a central subgroup of C(T ), this gives rise to a group epimorphism ν : C(T )→ UT (R,Φ)
with kernel S(C(T )). Correspondingly, let ν/C : C(T/C) → UT/C(R,Φ), then we have
a commuting diagram

C(T )
ν−→ UT (R,Φ)

r ↓ ↓ θ
C(T/C)

ν/C−→ UT/C(R,Φ).

Let r, r̃ be as in Lemma 5.3.6, θ as in Remark 5.3.7 let ν and ν/C be as in Remark
5.3.8. Then we have a commuting diagram

1 1
↓ ↓

1 → ker(r)
ν|ker(r)→ ker(θ) → Y ′ → 1

↓ ↓ ↓
1 → S(C(T )) → C(T )

ν→ UT (R,Φ) → 1
↓ r̃ ↓ r ↓ θ

1 → S(C(T/C)) → C(T/C)
ν/C→ UT/C(R,Φ) → 1

↓ ↓ ↓
Y 1 1
↓
1

(5.5)

where Y = S(C(T/C))/r̃(S(C(T ))) and Y ′ = ker(θ)/ν(ker(r)).

Remark 5.3.9. The rows and columns of diagram (5.5) are exact.

Proof. The columns of diagram (5.5) are exact by their definition. To see that
the first row is exact, note that νker(r) is injective since ker(ν) ∩ ker(r) = S(C(T )) ∩
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ker(r) = {1} (cf. Lemma 5.3.6). The other rows are exact by definition of ν and
ν/C. �

The claim of Theorem 5.3.1 is that r̃ is surjective, i.e. that Y is trivial. Since all
the rows and columns in diagram (5.5) are exact we have

|Y| = |S(C(T ))|
r̃(S(C(T )))

=
|C(T/C)|
|UT/C(R,Φ)|

· |UT (R,Φ)|
|C(T )|

=
ker(θ)

| ker(r)|
= |Y ′|.

Hence Theorem 5.3.1 holds if and only if Y ′ is trivial, i.e. if ν|ker(r) : ker(r) →
ker(θ) is an isomorphism, which will be proven in the rest of this section.

Lemma 5.3.10. If d((r, φ)) ∈ ker(θ), for some r ∈ R∗ and φ ∈ Φ then d((r, φ)) ∈
Im(ν|ker(r)).

Proof. That d((r, φ)) ∈ ker(θ) means that left multiplication with r must yield
the identity on C⊥/C, and that ρΦ/C

(
C⊥/C

)
= {0}. Hence the elements mr, dφ ∈

C(T ) lie in the kernel of r. Since d((r, φ)) = ν(mrdφ) by Lemma 5.2.9 and definition
of ν, the claim follows. �

Lemma 5.3.11. Let r =
(
α β
γ δ

)
∈ (R2×2)? and let φ =

(
φ1 m

φ2

)
∈ Φ2 such that ψr,ρΦ2

(φ) ∈
ker(θ). If δ is a unit then there exists x ∈ ker(r) with ν(x) = ψr,ρΦ2

(φ).

Proof. Since ker(r) is a normal subgroup of C(T ) it suffices to show that
ψr,ρΦ2

(φ) is contained in the normal subgroup of UT (R,Φ) generated by the ele-
ments of

{d((r, φ)) | r ∈ R∗, φ ∈ Φ} ∩ ker(θ),

by Lemma 5.3.10. We show that there exists some φ3 ∈ Γ such that

ψr,ρΦ2
(φ) = d((δ, φ2))H1,1,1d((1, φ3))H−1

1,1,1.

We have d((δ, φ2)) =

((
(δJ)−1 β

0 δ

)
,

(
0 0

φ2

))
and hence

d((δ, φ2))−1 =

((
δJ −δJβδ−1

0 δ−1

)
,

(
0 0
−φ2[δ−1]

))
.

We therefore find d((δ, φ2))−1ψr,ρΦ2
(φ) = ψs,ρΦ2

(φ′), where

(s, φ′) =

((
δJα− δJβδ−1γ 0

δ−1γ 1

)
,

(
−φ2[δ−1γ] + φ1 m̃

0

))
for some m̃ ∈ M . Since the upper right entry in the first matrix of this element of
UT (R,Φ) is 0 we obtain m̃ = 0 and similarly δJα− δJβδ−1γ = 1 and we get

(s, φ′) =

((
1 0

δ−1γ 1

)
,

(
−φ2[δ−1γ] + φ1 0

0

))
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Furthermore,

H1,1,1 =

((
0 1
−εJ 0

)
,

(
0 ψ(−ε)

0

))
, H−1

1,1,1 =

((
0 −ε
1 0

)
,

(
0 ψ(−ε)

0

))
.

Then we have (d((δ, φ2))−1ψr,ρΦ2
(φ))

H1,1,1 = ψt,ρΦ2
(φ′′), where

(t, φ′′) =

((
1 −εδ−1γ
0 1

)
,

(
0 m′

φ

))
,

with some m′ ∈M and

φ3 = {{ψ(−εδ−1γ) }} − φ2[δ−1γ] + φ1 ∈ Γ,

since −εδ−1γ ∈ I and φ1, φ2 ∈ Γ, according to Remark 5.3.7. Again m′ = 0 since
the lower left entry in the first matrix is 0. Hence

H−1
1,1,1d((δ, φ2))−1ψr,ρΦ2

(φ)H1,1,1 = d((1, φ3)) ∈ ker(θ)

as claimed. �

Lemma 5.3.12 concludes the proof of Theorem 5.3.1.

Lemma 5.3.12. The map ν|ker(r) is surjective, that is, Im(ν|ker(r)) = ker(θ).

Proof. Let ψr,ρΦ2
(φ) ∈ ker(θ). We show that there exist a symmetric idempotent

e = ueve ∈ I and a pair

(s, φ′) =

((
α′ β′

γ′ δ′

)
,

(
φ′1 µ′

φ′2

))
∈ (R2×2)∗ × Φ2

with δ′ ∈ R∗ such that ψr,ρΦ2
(φ) ∈ UT (R,Φ) and

ψr,ρΦ2
(φ) = ψs,ρΦ2

(φ′)He,ue,ve .

Since e ∈ I = AnnR(C⊥/C) the set e(C⊥/C) = {0} and hence he,ue,ve ∈ ker(r).
Hence He,ue,ve = ν(he,ue,ve) ∈ Im(ν|ker(r)). By Lemma 5.3.11 the element ψs,ρΦ2

(φ′) ∈
Im(ν|ker(r)), so the same holds for ψr,ρΦ2

(φ).
Now let us construct e. The ring R/ radR is a direct sum of matrix rings over

skew fields. Thus there exist u1, u2 ∈ R∗ such that u1δu2 is an idempotent modulo
radR. After conjugating with u2 we obtain an idempotent ũδ + radR ∈ R/ radR
with ũ ∈ R∗. Since ũδ + (I + radR) ∈ R/(I + radR) is an idempotent as well
and δ ∈ 1 + I is a unit modulo I + radR, it follows that ũ ∈ 1 + (I + radR). We
can even assume that ũ ∈ 1 + I . If ũ = 1 + i + r with i ∈ I and r ∈ radR then
(1 + i)δ = (ũ − r)δ is an idempotent mod radR. Additionally, from ũ ∈ R∗ we
get 1 + i ∈ R∗, so we can assume ũ = 1 + i. Write

(r, φ) =

((
α β
γ δ

)
,

(
φ1 µ

φ2

))
,
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then

d((ũ, 0))ψr,ρΦ2
(φ) =

((
(ũJ)−1α (ũJ)−1β
ũγ ũδ

)
,

(
φ1 µ

φ2

))
∈ ker(θ)

since d((ũ, 0)) ∈ ker(θ) by Remark 5.3.7. Hence we can assume that δ + radR ∈
R/ radR is an idempotent.

Now consider the quotient form ring R/ radR (cf. Example 4.3.9) and a rep-
resentation over some (R/ radR)-module W . The element((

α + radR β + radR
γ + radR δ + radR

)
,

(
φ1 + λ−1(ψ(radR)) µ+ ψ(radR)

φ2 + λ−1(ψ(radR))

))
lies in the associated counitary group U(R/ radR,Φ/λ−1(ψ(radR)),W ) by Re-
mark 5.2.5, and hence e := (1− δ) + radR ∈ R/ radR is a symmetric idempotent
with e = ueve for elements

ue = −eε−1γJeJ + radR and ve = eJβeJ + radR,

by Lemma 5.3.5. By Lemma 5.3.3 there exists some x ∈ I ∩ radR such that e :=
e + x = 1 − δ + x ∈ I is a symmetric idempotent. We calculate the projection on
the first component

π(ψr,ρΦ2
(φ)H

−1
e,ue,ve) =

(
α β
γ δ

)(
δJ − xJ −vJe ε
uJe δ − x

)
=

(
α′ β′

γ′ δ′

)
with δ′ = −γvJe ε + δ − δx. It remains to show that δ′ ∈ R∗. Lemma 5.3.4 gives
ve ≡ (1− δJ)β(1− δ) mod radR. Also δx ∈ rad(R), so it remains to show that

δ̃′ := −γ(1− δJ)βJε(1− δ) + δ ∈ R∗.

We observe that δ̃′δ = −γ(1− δJ)βJε (1− δ)δ︸ ︷︷ ︸
=0

+δ2 = δ and

(1− δ)δ̃′ = −(1− δ)γ(1− δJ)βJε(1− δ) =

−(1− δ)γβJε(1− δ) + (1− δ)γδJβJε(1− δ)︸ ︷︷ ︸
=0, since γδJ=δεJγJ

= −(1− δ)γβJε+ (1− δ)γ βJεδ︸︷︷︸
=δJβ

=

−(1− δ) γβJε︸︷︷︸
=δεJαJ ε−1

+ (1− δ)γδJβ︸ ︷︷ ︸
=0

= 1− δ.

Particularly, (1− δ)(2− δ̃′) = 1− δ. Now we see that δ̃′ is a unit since

δ̃′(2− δ̃′) = δ̃′(δ + (1− δ))(2− δ̃′) = δ̃′ − δδ̃′ + δ = 1− δ + δ = 1.

�
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5.4 The order of [T ] equals the order of S(C(T ))

In this section Theorem 5.1.7 is proven, which states that the order of an element
[T ] ∈ W(R) equals the order of the scalar subgroup S(C(T )) of the Clifford-Weil
group C(T ), for every finite representation T of the finite form ringR.

The following two lemmata cite constructions of scalar elements in C(T ) given
in [33], which are needed in the proof of Theorem 5.1.7. For a proof of the follow-
ing lemma, the reader is referred to [33, Theorem 5.4.7].

Lemma 5.4.1. Let e ∈ R be an idempotent. An element φ ∈ Φ is called nonsingular
with respect to e if left multiplication by ψ−1(λ(φ)) ∈ eJRe yields an isomorphism of the
right R-modules eR and eJR. If φ is non-singular with respect to e then the Gauss sum

γe,φ(T ) := |eV |−
1
2

∑
v∈eV

exp(2πiρΦ(φ)(v))

gives rise to a scalar element γe,φ(T ) · id ∈ C(T )

Another construction of scalars makes use of the kernel of the map λ associ-
ated withR (for a proof see [33, Lemma 5.4.3]).

Lemma 5.4.2. Let T = (V, ρM , ρΦ, β). For all elements φ′ ∈ ker(λ) the map ρΦ(φ′) is
additive since

ρΦ(φ′)(v + w)− ρΦ(φ′)(v)− ρΦ(φ′)(w) = λ(ρΦ(φ′))(v, w) = ρM(λ(φ′))(v, w) = 0

for all v, w ∈ V . Hence one can define an abelian group homomorphism αT : ker(λ)→ V
by the condition β(v, αT (φ′)) = ρΦ(φ′)(v) for all v ∈ V . Then for φ ∈ Φ, the scalar

lφ,φ′(T ) := exp(2πiρΦ(φ)(αT (φ′)))

gives rise to a scalar element lφ,φ′(T ) · id ∈ C(T ).

We begin with a proof of Theorem 5.1.7 for form rings over finite fields, where
the associated map λ is injective.

Theorem 5.4.3. If R is a form ring over a finite field F such that the associated map λ
is injective then the order of every element [T ] ∈ W(R) equals the order of the scalar
subgroup S(C(T )).

Proof. Since the order of [T ] is always a multiple of the order of S(C(T )),
by Remark 5.1.6, it suffices to find a scalar element in C(T ) which has the same
order as [T ]. If Φ = {0} then W(R) is trivial, as seen in the proof of Lemma
4.3.6, hence nothing has to be shown in this case. Assume that Φ 6= {0}. If F
has odd characteristic thenW(R) ∼=W(F, J, 1) is isomorphic to the Witt group of
equivariant forms over F, where F is viewed as an algebra over its prime field Fp,
again by the proof of Lemma 4.3.6. Hence if J is not the identity on F = Fr2 then
W(R) is cyclic of order 2 (cf. Corollary 4.1.20), and generated by some element
[T = (F, ρM , ρΦ, β)], where β(x, y) = 1

p
TraceFr/Fp(x

ry). Since λ( {{ψ(1) }} ) = 2ψ(1)
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is nonzero and λ is injective, the element {{ψ(1) }} ) = 2ψ(1) ∈ Φ is nonzero and
hence nonsingular with respect to the idempotent 1. Hence the Gauss sum

γ
1, {{ ψ(1) }} (T ) = |Fr2|−

1
2

∑
f∈Fr2

exp(
2πi

p
TraceFr/Fp(f

r+1))

= r−1(1 +
∑

f∈(Fr2 )∗

exp(
2πi

p
TraceFr/Fp(f

r+1)))

= r−1(1 + (r + 1)
∑
f∈F∗

exp(
2πi

p
TraceFr/Fp(f)))

= r−1(1− (r + 1)) = −1

induces a scalar of order 2 in C(T ), which shows the assertion in odd character-
istic, for non-trivial J . If F = Fr has odd characteristic and J is the identity then
by Corollary 4.1.20 and Lemma 4.3.6, the Witt groupW(R) is cyclic of order 4 if
r ≡4 −1, and isomorphic to a direct product C2×C2 of two cyclic groups of order
2 if r ≡4 1. Assume first that r ≡4 −1, thenW(R) is generated by some element
[T = (F, ρM , ρΦ, β)], where β(x, y) = 1

p
TraceF/Fp(xy) for all x, y ∈ F. Let ζ ∈ Fr2

such that ζr+1 = 1 and ζ + ζr = 0, then x2 + y2 = (x + ζy)r+1 for all x, y ∈ F and
hence

(γ
1, {{ ψ(1) }} (T ))2 = r−1

∑
x,y∈Fr

exp(
2πi

p
TraceFr/Fp(x

2 + y2))

= r−1
∑
x,y∈Fr

exp(
2πi

p
TraceFr/Fp((x+ ζy)r+1))

= r−1
∑
x∈Fr2

exp(
2πi

p
TraceFr/Fp(x

r+1))

= −1

gives rise to a scalar of order 4 in C(T ). Now assume that r ≡4 1. Then

W(R) = {[0], [T ], [Tν ], [T ⊥ Tν ]},

where T is as above and Tν is given by βν(x, y) = TrFr/Fp(νxy), for some element
ν ∈ F∗ − (F∗)2. In this case all nonzero elements ofW(R) have order 2. Let φ1 :=
{{ψ(1) }} and φν := {{ψ(ν) }} , then elementary calculations show that γ1,φ1(T ) =
−γ1,φν (T ) and γ1,φ1(Tν) = −γ1,φν (Tν), hence both cases C(T1) and C(Tν) contain a
non-trivial scalar, which must have order 2 by Remark 5.1.6. Moreover, the same
calculations show that

−1 = γ1,φ1(T )γ1,φ1(Tν) = γ1,φ1(T ⊥ Tν),

and hence C(T1 ⊥ Tν) contains a scalar element of order 2 as well. If F = Fr has
characteristic 2 then W(R) is cyclic of order 2, and generated by some element
[(Fr2 , ρM , ρΦ, λ(N))], where the quadratic form

N : Fr2 → F2, f 7→ TraceFr/F2(f r+1)
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(cf. Example 4.2.17). Let T be a representation of R with ρΦ(φ) = N , for some
element φ ∈ Φ. Due to the injectivity of λ, every nonzero element in Φ is non-
singular with respect to the idempotent 1 and hence again the Gauss sum

γ1,φ(T ) = |Fr2|−
1
2

∑
f∈Fr2

exp(
2πi

p
TraceFr/F2(f r+1)) = −1

induces a scalar element of order 2 in C(T ), which shows the assertion. �

To generalize Theorem 5.4.3 to arbitrary form rings over finite fields, we need
the following Remark.

Remark 5.4.4. Let I ⊆ AnnR(T ) be a form ideal, and let TI be the faithful representation
of R/I induced by T (cf. Example 4.3.11). Then the element [TI ] ∈ W(R/I) has the
same order as [T ]. Moreover, since R is finite, idempotents and units lift modulo ideals of
R (cf. Lemma 5.3.2), and hence

C(T )→ C(TI), mr 7→ mr+I , dφ 7→ dφ+Γ, he,ue,ve 7→ he+I,ue+I,ve+I

is a group isomorphism.

Theorem 5.4.5. If R is a form ring over a finite field F then the order of an element
[T ] ∈ W(R) equals the order of the scalar subgroup S(C(T )).

Proof. It suffices to show that the order N of S(C(T )) is a multiple of the order
of [T ] (cf. Remark 5.1.6). As one easily verifies,

C(TN) = {⊗Ni=1x | x ∈ C(T )}

consists of Kronecker products of elements of C(T ). Since S(C(T )) is isomorphic
to a finite subgroup of C∗, it is generated by an element ζ , and hence by the
above S(C(TN)) is generated by ζN , hence is trivial. Hence it suffices to show that
[T ] = 0 whenever S(C(T )) is trivial. Since passing to a quotient representation
leaves both the order of S(C(T )) and the order of [T ] unchanged, we may assume
that T is anisotropic. By Remark 5.4.4 we may also assume that T is faithful. If
S(C(T )) is trivial then lφ,φ′(T ) = 1 for all φ ∈ Φ and all φ′ ∈ ker(λ) (cf. Lemma
5.4.2). Hence always ρΦ(φ)(αT (φ′)) = 0, and in particular

β(αT (φ′), αT (φ′′)) = ρΦ(φ′)(αT (φ′′)) = 0

for all φ′, φ′′ ∈ ker(λ). Hence αT (ker(λ)) is a Type T code and hence αT (ker(λ)) =
{0}, due to the anisotropy of T . This implies that ker(λ) ⊆ ker(ρΦ), and hence
ker(λ) = {0}, due to the faithfulness of T . Hence λ is injective, and the claim
follows with Theorem 5.4.3. �

In the next step of the proof of Theorem 5.1.7, we generalize the claim to form
rings over matrix rings over finite fields.
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Theorem 5.4.6. Let the representation T (n) of Matn(R) be the nth power of T (cf. Defi-
nition 4.3.15). Then the element [T (n)] ∈ W(Matn(R)) has the same order as the element
[T ] ∈ W(R). Moreover, ifR is a form ring over a finite field then S(C(T )) ∼= S(C(T (n))).

Proof. That the order of [T ] equals the order of [T ](n) follows from Theorem
4.3.17. On generators of C(T ) define a group monomorphism ι : C(T ) → C(T (n))
by

mr 7→ mdiag(r,1,...,1), dφ 7→ ddiag(φ,0,...,0), he,ue,ve 7→ h
e(n),u

(n)
e ,v

(n)
e

for r ∈ R∗, φ ∈ Φ and a symmetric idempotent e = ueve ∈ R, where e(n) =
diag(e, 0, . . . , 0) and ue, ve are defined similarly. Then ι(x) = x⊗ idn, hence scalars
are mapped to scalars of the same order, and hence S(C(T )) is isomorphic to a
subgroup of S(C(T (n))). By Remark 5.1.6, the order of [T (n)] is a multiple of the
order of S(C(T (n))), and hence ifR is a form ring over a finite field then

|S(C(T (n)))| ≤ |〈[T (n)]〉| = |〈[T ]〉| = |S(C(T ))|,

by Theorem 5.4.5, hence S(C(T (n))) and S(C(T )) have the same order, and the
claim follows. �

Since every form ring whose ground ring is a matrix ring over a finite field F
is isomorphic to some matrix form ring Matn(R) over F (cf. Theorem 4.3.14), one
obtains Theorem 5.1.7 for form rings over matrix rings.

Corollary 5.4.7. If R is a form ring over a matrix ring over a finite field then the order
of an element [T ] ∈ W(R) equals the order of the scalar subgroup S(C(T )).

Now we are able to prove Theorem 5.1.7 for form rings over arbitrary finite
rings.

Proof of Theorem 5.1.7. As already shown in the proof of Theorem 5.4.5, it
suffices to show that [T ] = 0 whenever S(C(T )) is trivial. Hence assume that
S(C(T )) is trivial. Again by the proof of Theorem 5.4.5, we may assume that T is
anisotropic and faithful, which implies that λ is injective. Since R is finite, radR
is nilpotent, i.e. there exists some minimal positive integer t with (radR)t = {0}.
Let I := (radR)d

t
2
e as in the proof of Theorem 4.3.5, then the form ideal

I := (I, {{ψ(I) }} ) ⊆ AnnR(T ),

as seen in the proof of Theorem 4.3.5, and hence I = (0, 0) since T is faithful. This
implies that t = 1, i.e. radR must be trivial. Hence the ring R is semisimple. Let
1 = e1 + . . . + ek be an orthogonal decomposition into central idempotents of R
such that always eJi = ei, and that in every orthogonal decomposition ei = f + g
into central idempotents f = fJ and g = gJ , either f = 0 or g = 0. This induces
an orthogonal decomposition

T = e1T ⊥ . . . ⊥ ekT,
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where [T ] = 0 if and only if always [eiT ] = 0 (cf. Remark 2.3.18). Moreover, there
is an embedding

% : C(eiT ) ↪→ C(T ), meir 7→ meir+1−ei , dφ[e] 7→ dφ[e], hι,uι,vι 7→ hι,uι,vι ,

with %(x) = x⊗ id, for x ∈ C(eiT ). In particular all the scalar subgroups S(C(eiT ))
are trivial since S(C(T )) is trivial. Now an idempotent ei in this decomposition is
either central primitive, or there exists an orthogonal decomposition ei = f + g
into central primitive idempotents f, g with fJ = g. Clearly in the latter case
[eiT ] = 0, as seen in the proof of Theorem 4.3.5. If ei is central primitive then we
may consider eiT as a representation of R/AnnR(eiT ), which is a form ring over
a matrix ring over a finite field. Since changing to this quotient form ring does
not change the order of the scalar subgroup or the order of [eiT ], the claim now
follows from Corollary 5.4.7. �

5.5 The universal Clifford-Weil group

In this section a universal Clifford-Weil group C(R) is introduced (cf. [33, Remark
5.4.8]), which, ifR is faithful (cf. Definition 5.5.1) is a central extension of U(R,Φ)
with the Witt group W(R). For every finite representation T of R, the Clifford-
Weil group C(T ) is a quotient of C(R).

Definition 5.5.1. R is called faithful if ∩T∈T (R) AnnR(T ) = (0, 0).

Note that with respect to their representations, only the faithful form rings
are of interest, since every representation T of R is also a representation of the
faithful form ringR/AnnR(T ).

Remark 5.5.2. IfR is faithful then every element [T ] ∈ W(R) has a faithful representa-
tive.

Proof. SinceR is faithful, for every element r ∈ R−{0} and φ ∈ Φ−{0} there
exists some Tr,φ ∈ T (R) such that (r, φ) /∈ AnnR(T ). Let

Tf :=⊥r∈R−{0}⊥φ∈Φ−{0} Tr,φ,

then AnnR(Tf ) = ∩r∈R−{0}, φ∈Φ−{0}AnnR(Tr,φ) = (0, 0), i.e. Tf is faithful, and so
is every multiple of Tf . Let t be the order of [Tf ], then [T ⊥ T t] = [T ] is faithful,
which proves the assertion. �

By Corollary 5.2.11, the Clifford-Weil group C(T ) of a representation T ofR is
a central extension of the hyperbolic counitary group UT (R,Φ),

C(T ) ∼= S(C(T )).UT (R,Φ).

Definition 5.5.3. Let F(GU) be the free group on the generating set

GU := {d((r, φ)), He,ue,ve | r ∈ R∗, φ ∈ Φ, e ∈ R symmetric idempotent}



92 CHAPTER 5. SCALARS IN CLIFFORD-WEIL GROUPS

of U(R,Φ), and let the epimorphism νT : F(GU) → C(T ) be as in Remark 5.3.8. The
universal Clifford-Weil group is

C(R) := F(GU)/ ∩T∈T ker(νT ).

Clearly C(T ) ∼= F(GU)/ ker(νT ) is a quotient of C(R), for every finite representation T
ofR.

Theorem 5.5.4. If R is faithful then C(R) ∼= Hom(W(R),C∗). U(R,Φ) is a finite
central extension of U(R,Φ).

Proof. Let π : F(GU) → U(R,Φ) be the natural group epimorphism. Since R
is faithful, ∩T∈T (R) ker(νT ) ⊆ ker(π). This induces an epimorphism

π̃ : C(R) = F(GU)/ ∩T∈T ker(νT )→ U(R,Φ).

It remains to show that ker(π̃) ∼= Hom(W(R),C∗). Clearly

ker(π̃) = ker(π)/ ∩T∈T ker(νT ).

Consider the homomorphism

ϕ : ker(π)→ Hom(W(R),C∗), w 7→ ([T ] 7→ ζT ),

where νT (w) = ζT · id ∈ C(T ). That ϕ is well-defined, i.e. that ζT only depends
on the equivalence class [T ], follows from the construction and uniqueness of the
anisotropic representative of [T ], together with Lemma 5.3.6. Clearly the kernel
ker(ϕ) = ∩T∈T ker(νT ). It remains to show that ϕ is surjective, i.e. that

Im(ϕ)⊥ := {[T ] ∈ W(R) | ϕ(u)([T ]) = 1 for all u ∈ ker(π)} = {0}.

Due to the surjectivity of νT : F(R,Φ) → C(T ), the preimage ν−1
T (S(C(T ))) =

ker(π). Hence [T ] lies in Im(ϕ)⊥ if and only if S(C(T )) is trivial. According to The-
orem 5.1.7, this implies that [T ] = 0, and hence Im(ϕ)⊥ = {0}, i.e. ϕ is surjective,
as claimed. �

5.6 Examples

The theory in this chapter allows to determine the minimum length t for which
there exists a self-dual Type T code only from the computation of the Clifford-
Weil group C(T ). This is illustrated by the following examples, which give explicit
constructions of scalar elements of order t in C(T ).

5.6.1 Doubly-even binary codes

A first application of the theory of Clifford-Weil groups is an alternative proof for
the following well-known result by Gleason.
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Theorem 5.6.1. There exists a self-dual doubly-even binary code of length N if and only
if N is a multiple of 8.

Proof. Consider the Type 2EII of doubly-even binary codes defined in Section
2.2.1. The claim is that the element [2EII] has order 8 in the Witt group of the
underlying form ring RII. By Theorem 5.1.7 this order equals the order of the
scalar subgroup of the Clifford-Weil group C(2EII). As seen in Example 5.1.8, the
group C(2EII) ≤ GL(2,C) has order 192 and is generated by the elements

h = h1,1,1 =
1√
2

(
1 1
1 −1

)
and d = d1 = diag(1, i),

where i is a root of x2 + 1. The scalar subgroup is generated by (d · h)3 = 1+i√
2
· id,

which has order 8. �

5.6.2 Codes with prescribed automorphisms over fields of char-
acteristic 2

Let F be a finite field of characteristic 2 and letG be a permutation group of degree
N . Recall that a linear code C ≤ FN is called G-invariant if and only if

G ⊆ Aut(C) = {π ∈ SN | πC = C},

where the symmetric group SN acts naturally on FN by coordinate permutations.
The G-invariant linear codes in FN which are self-dual with respect to the stan-
dard scalar product (·, ·) are precisely the self-dual Type T codes for the repre-
sentation T = T (V = FN , β̃) of the form ring R = R(FG, J, 1), where V is a left
FG-module in the natural way, and

β : FN × FN → Q/Z, (v, w) 7→ 1

2
TraceF/F2((v, w)),

and J is the F-linear involution of FGwith gJ = g−1, for g ∈ G (cf. Example 2.1.8).
The Witt groupW(R) is cyclic of order 2, since

W(FG, J, 1)→W(R), W(R), [(W,ψ)] 7→ [T (W,ψ)]

is a group isomorphism (recall that W(FG, J, 1) is the Witt group of equivariant
FG-modules introduced in Section 4.1 and that this group is cyclic of order 2
by Corollary 4.1.20). Hence either T is metabolic or [T ] has order 2 in W(R).
Note that since in the G-module V ⊕ V , every simple module occurs with even
multiplicity, the latter already follows from Corollary 4.1.27. Hence it follows
with Theorem 5.1.7 that either T is metabolic or S(C(T )) is cyclic of order 2. In
the latter case, an explicit construction of a scalar of order 2 is given in Theorem
5.6.3, and prepared in the following lemma.

Lemma 5.6.2. Let R be a form ring over a ring R of characteristic 2 with associated
unit ε = 1, and let φ ∈ ker(λ). The element d((1, φ))H1,1,1 in the associated hyperbolic
counitary group has order 4, hence (dφh1,1,1)4 is a scalar in the Clifford-Weil group of a
representation ofR.
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Proof. By definition

d((1, φ)) =

((
1 0
0 1

)
,

(
0 0

φ

))
and H1,1,1 =

((
0 1
1 0

)
,

(
0 ψ(1)

0

))
.

One calculates that (
φ1 m

φ2

)[(
0 1
1 0

)]
=

(
φ2 τ(m)

φ1

)
for all φ1, φ2 ∈ Φ and m ∈M , and hence

(d((1, φ))H1,1,1)2 =

((
1 0
0 1

)
,

(
φ ψ(1)

φ

))
.

In particular d((1, φ))H1,1,1 has order greater than 3. Since R has characteristic 2
and φ ∈ ker(λ) is a linearR-module, the sum φ+φ = 0 and hence the above yields

(d((1, φ))H1,1,1)4 =

((
1 0
0 1

)
,

(
0 0
0 0

))
,

and the claim follows. �

Theorem 5.6.3. Let V be a left FG-module and let β : V × V → Q/Z be a non-
degenerate, G-invariant, symmetric, biadditive form on V . Let T = T (V, β) be the
associated representation of the form ring R = R(FG, J, 1) (cf. Example 2.1.8). Then
either there exists a self-dual Type T code in V or the element

(d {{ ψ(1) }} h1,1,1)4 ∈ C(T )

is a scalar of order 2.

Proof. Let the code C in V be maximally Type T . Then the quotient rep-
resentation T/C = T (C⊥/C, βC) is anisotropic and induced by the G-invariant,
non-degenerate, symmetric, biadditive form

βC : C⊥/C × C⊥/C → Q/Z, (c′ + C, c′′ + C) 7→ β(c′, c′′).

The map r : C(T )→ C(T/C) which maps

mf 7→ (bv+C 7→ bfv+C), dφ 7→ (bv+C 7→ exp(2πiρΦ(φ)(v))bv+C),

he,ue,ve 7→ (bv+C 7→ |e(C⊥/C)|− 1
2

∑
w∈e(C⊥/C)) β(v, vew)bw+(1−e)v)

(cf. Lemma 5.3.6) restricts to an isomorphism of the scalar subgroups, as shown
in Section 5.3. Hence it suffices to show the claim for T/C, or alternatively, we
may assume that T is anisotropic. Let φ := {{ψ(1) }} and h := h1,1,1. The element
(dφh)4 is a scalar by Theorem 5.6.2, since

λ(φ) = λ( {{ψ(1) }} ) = ψ(1) + τ(ψ(1)) = 1 + 1 = 0,
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i.e. φ ∈ ker(λ). Hence it suffices to show that (dφh)4(ev) = −ev for some v ∈ V .
For the following calculations, observe that the map

ϕ : V → 1

2
Z/Z, x 7→ β(x, x)

is additive and hence there exists some element v ∈ V with β(v, x) = ϕ(x) for all
x ∈ V . In particular β(v, vg) = ϕ(vg) = β(vg, vg) = β(v, v) for all g ∈ G, since β is
G-invariant. This implies that β(v, v) 6= 0 since otherwise v ∈ 〈v〉⊥, i.e. 〈v〉 ∩ 〈v〉⊥
is a nonzero isotropic subspace, which contradicts the anisotropy of T . Hence
β(v, v) = 1

2
. Moreover,

dφ(ex) = exp(2πiβ(x, x))ex = exp(2πiβ(v, x))ex

for all x ∈ V . Now

hdφh(e0) = hdφ(|V |−
1
2

∑
x∈V

ex) = h(|V |−
1
2

∑
x∈V

exp(2πiβ(v, x)ex)

= |V |−1
∑
w∈V

∑
x∈V

exp(2πiβ(w + v, x))ew = ev,

since ∑
x∈V

exp(2πiβ(w + v, x)) =

{
|V |, w = v

0 otherwise.

Analogously, hdφh(ev) = e0, and hence

(dφh)4(e0) = dφ(hdφh)dφ(ev) = exp(2πiβ(v, v))dφ(hdφh)(ev) = −dφ(e0) = −e0

as claimed. �

5.6.3 Doubly-even codes with prescribed automorphisms

Let G be a permutation group of degree N , where N is a multiple of 8. In the
case where there exists no binary G-invariant self-dual code of length N (not nec-
essarily doubly-even), a non-trivial scalar in the appropriate Clifford-Weil group
has been constructed in the preceding section. Hence in this section assume that
there exists a G-invariant self-dual binary code of length N . Then by Theorem
3.2.7 there exists a G-invariant doubly-even self-dual binary code of length N if
and only ifG lies in the alternating groupAN . In Lemma 5.6.4 a scalar of order 2 in
the Clifford-Weil group of the Type of doubly-even G-invariant self-dual binary
codes is constructed in the case where G does not lie in the alternating group. To
define this Type, assume that every involution of G acts fixed-point-freely. Let
1 ∈ FN2 be the all-ones vector, and on the G-module V := 〈1〉⊥/〈1〉 consider the
G-invariant quadratic form

q : V → F2, v + 〈1〉 7→ wt(v)

2
.
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The Type T = T (V, q) (cf. Section 2.2.5) models the G-invariant self-dual doubly-
even binary codes. Note that the assumption that every involution ofG acts fixed-
point-freely guarantees that T is well-defined, since it implies that λ(q)(v, aw) = 0
whenever a+aJ = 0, where J is the F2-linear involution of F2G with gJ = g−1 (cf.
Example 2.1.9).

Lemma 5.6.4. Assume that there exists a G-invariant self-dual binary code of length N
and that every involution of G acts fixed-point-freely. Let T be the Type of doubly-even
G-invariant binary codes as above. IfG is not contained in the alternating groupAN then
S(C(T )) is cyclic of order 2. More precisely, for every element g ∈ G with sign(g) = −1,
the element (h1,1,1 · d {{ ψ(1) }} · d {{ ψ(g) }} )3 is a scalar of order 2.

Proof. Let the code C in V be maximally Type T . Then the quotient C⊥/C is
nonzero since there exists no self-dualG-invariant doubly-even code of lengthN ,
since G is not contained in AN (cf. Theorem 3.2.7) . The quotient representation
T/C = T (C⊥/C, qC) is induced by the G-invariant quadratic form

qC : C⊥/C → F2, c′ + C 7→ q(c′)

induced by q. With the same argument as in the proof of Theorem 5.6.3, it suffices
to show the claim of the lemma for S(C(T/C)). As seen in the proof of Theorem
4.2.19, the quadratic G-module (C⊥/C, qC) is isometric to (U = F2

2, f), where G ∩
AN acts trivially on U and every element g ∈ G with sign(g) = −1 interchanges
the basis vectors (u, u′) of U , where f(u) = f(u′) = 0 and f(u + u′) = 1. Hence
with respect to the basis (b0, bu, bu′ , bu+u′) of C[bx | x ∈ U ], generators of C(T/C)
are

d {{ ψ(1) }} = diag(1, 1, 1,−1), d {{ ψ(g) }} = diag(1,−1,−1,−1),

mg =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , h1,1,1 = 1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 .

One calculates that the scalar subgroup of this matrix group is cyclic of order 2
and that

(h1,1,1 · d {{ ψ(1) }} · d {{ ψ(g) }} )3 = diag(−1,−1,−1,−1),

which shows the assertion. �



Chapter 6

The number of self-dual codes

In this chapter a code is a submodule of a finite right A-module V , where A is a
finite semisimple algebra over a finite field F. Thus as in the previous chapters,
a code has by definition not only the classical structure of a vector space over F,
but additional structure is claimed.

It is often additional structure which is of interest in coding theoretic appli-
cations. For instance if CN is the cyclic group of order N then the submodules
of the natural FCN -module FN are precisely the famous cyclic codes of length N
over F, i.e. those codes which are invariant under a cyclic shift of the coordinates.
More generally, for a permutation group G of degree N , the G-invariant codes,
i.e. those codes C with Cg = C for all g ∈ G, are precisely the submodules of
the natural FG-module V = FN . Such codes have received some attention from
several authors (cf. [2, 19, 26]).

The G-invariance of the standard scalar product on FN is generalized in Defi-
nition 6.1.4 to the notion of equivariant forms on an A-module V (see also Defini-
tion 4.1.1). The dual, or orthogonal, of a code C in V with respect to an equivariant
form β is

C⊥ = C⊥,β := {v ∈ V | β(v, c) = 0 for all c ∈ C} .

which is again a submodule of V , due to the equivariance of β. If C = C⊥ then
C is called self-dual. The existence of a self-dual code in V has been investigated
in Chapter 4.1, and some criteria have been given in some special cases where
A = FG is a group algebra in Sections 4.1.1, 4.1.2 (see also [42]). Provided that
there exists at least one self-dual code in V , this chapter gives the total number
M(V,β) of self-dual codes in V , for a semisimple finite algebra A. This was moti-
vated by a question of Cary Huffman, who had already given a formula for the
number of self-dual cyclic codes of length N over a field of coprime characteris-
tic, answering this question in the case where A = FCN is a semisimple group
algebra. In this chapter it is shown for a general semisimple algebra that M(V,β)

basically depends on the composition factors of V , except if F has characteristic
2 and β is symmetric. Still, the latter case remains relatively transparent when
A is a group algebra – then, M(V,ϕ) additionally depends on the existence of a
G-invariant isotropic vector v ∈ V , i.e. β(v, v) = 0.

The number M(V,β) is determined via a Morita equivalence F given in Section

97
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6.1, which maps (V, β) onto a module (U, β′) over the F-algebra Z(A). In the case
where A = FG is a group algebra and F is a splitting field for G, this corresponds
the Morita equivalence given in [43]. It is shown that the equivalenceF preserves
the number of self-dual codes. Since A is semisimple, Z(A) is a ringdirect sum
of fields. This reduces the determination of M(V,β), in Section 6.2.3, basically to
an enumeration of all self-dual codes in a vector space endowed with a certain
form. This situation is well understood; formulae are given in [41] and [22], for
instance, and are cited in Subsection 6.2.2, for the convenience of the reader.

In Section 6.3 we give a group WAut(V ) (cf. Definition 2.3.7) which acts on
the set C(V ) of self-dual codes in V , and define some suitable subgroups Γ ≤
WAut(V ) which respect certain properties of codes, like the isometry type, or, in
the case where V is a permutation module, i.e. has a distinct basis, the weight
distribution.

The total number M(V,β) of self-dual codes in V is then the sum of the orbit
lengths under Γ – the mass formula (Theorem 6.3.2) is a reformulation of this
fact, which relates the ratio M(V,β)

|Γ| to the stabilizer orders of Γ-orbits, hence is a
useful tool to prove completeness of a classification of all self-dual codes in V . As
an example, we classify in Section 6.3.2 the self-dual binary [48, 24]-codes with an
automorphism of order 23.

The contents of this chapter have been published in [11].

6.1 Morita theory for codes

Let A be a finite dimensional algebra over the finite field F and let J be an involu-
tion of A, i.e. a bijective additive map satisfying (ab)J = bJaJ and (aJ)J = a for all
a, b ∈ A. Morita theory for algebras with involution has been studied in [8] and
[16], in particular with regard to the connections between Hermitian modules (cf.
Definition 6.1.1) over two different algebras A,E over the same ring, where the
Hermitian forms over A factorize through ⊗E . This section studies Hermitian
modules V over a semisimple algebra A over a finite field F, with involution, and
its centerE = Z(A), which is fixed under J , hence naturally carries an involution.

This context naturally arises in the study of codes and their automorphisms,
which is resumed in sections 6.2 and 6.3. There the algebra A = FG is a group
algebra, for some subgroup G ≤ SN of the symmetric group on N points such
that the characteristic of F does not divide the order of G. The module V = FN is
then the associated permutation module over FG. The group algebra FG carries
a natural F-linear involution given by g 7→ g−1, for g ∈ G. We will investigate the
number of self-dual codes C ≤ FN which are G-submodules of V , i.e. Cπ = C for
all π ∈ G. Orthogonality is in this context defined with respect to the standard
scalar product

β : FN × FN → F, (v, v′) 7→
N∑
i=1

viv
′
i,

which takes values in F and is G-invariant, i.e. (v, v′) = (vg, v′g) for all v, v′ ∈ V
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and g ∈ G. Hence (V, β) ∈ Mod
(F,1)
FG in the sense of Definition 6.1.4, which in-

troduces the category Mod
(F,ε)
A of ε-equivariant A-modules for a general finite

F-algebra. This category is Morita equivalent to the category Mod
(A,ε)
A given in

Definition 6.1.1. In analogy with the construction given in [8, Th. 8.2] we con-
struct a Morita equivalence F : Mod

(A,ε)
A → Mod

(E,δ)
E in Theorem 6.1.11, for some

suitable δ ∈ {−1, 1}.
Definition 6.1.1. (i) Let ε ∈ F∗. An ε-Hermitian form on a right A-module V is a

biadditive mapping φ : V × V → A such that

φ(v, wa) = φ(v, w)a and φ(v, w) = ε(φ(w, v))J

for all v, w ∈ V and a ∈ A. If φ is non-degenerate, i.e. if

rad(φ) := {v ∈ V | φ(v, w) = 0 for all w ∈ V } = {0}

then (V, φ) is called an ε-Hermitian right A-module. Analogously one defines
ε-Hermitian left A-modules.

(ii) Let Mod
(A,ε)
A be the category of ε-Hermitian right A-modules. The morphisms from

the object (V, φ) to the object (V ′, φ′) are theA-module homomorphisms ψ : V → V ′

satisfying φ′(ψ(v), ψ(w)) = φ(v, w) for all v, w ∈ V . Since any such homomor-
phism is injective, the morphisms are also called monometries.

Remark 6.1.2. If there exists a nonzero ε-Hermitian A-module (V, φ) then εJε = 1,
since

φ(v, w) = εφ(w, v)J = ε(εφ(v, w)J)J = εεJφ(v, w)

for all v, w ∈ V .

Remark 6.1.3. Write A = ⊕ti=1D
ni×ni
i , where the Di are field extensions of F. Then the

involution J preserves the center Z(A) = ⊕ti=1Di, hence restricts to an automorphism of
order 1 or 2 on Z(A). So there are field automorphisms αi ∈ Aut(Di) and a permutation
π ∈ St of order 1 or 2 such that

(z1, . . . , zt)
J = (zα1

π(1), . . . , z
αt
π(t))

for all (z1, . . . , zt) ∈ Z(A), where always Di
∼= Dπ(i), and αi and απ(i) are of the same

order. We extend the automorphism αi to an involution

αi : Dni×ni
i → Dni×ni

i , Mi 7→ (Mαi
i )tr,

where M tr
i is the transpose of the matrix Mi and αi is applied componentwise. We obtain

an involution

: A→ A, (M1, . . . ,Mt) 7→ ((Mα1

π(1))
tr, . . . , (Mαt

π(t))
tr).

The composition J ◦ : A → A is an automorphism of A restricting to the identity on
the center of A. So by the Theorem of Skolem and Noether (see for instance [23, Th. 1.4]),
the composition J ◦ is given by conjugation with a unit u = (u1, . . . , ut) ∈ A∗. Hence

(M1, . . . ,Mt)
J = u(M1, . . . ,Mt)u

−1 = (u1(Mα1

π(1))
tru−1

1 , . . . , ut(M
αt
π(t))

tru−1
t )

for all (M1, . . . ,Mt) ∈ A.
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Definition 6.1.4. An ε-equivariant rightA-module is a pair (V, β), where V is a right
A-module and β : V × V → F is a non-degenerate ε-equivariant form (cf. Section 4.1).
Analogously one defines ε-equivariant left A-modules. By Mod

(F,ε)
A denote the category

of ε-equivariant right A-modules, with the monometries as morphisms (cf. Definition
6.1.1).

The categories Mod
(A,ε)
A and Mod

(F,ε)
A are equivalent, which has been shown in

[31], for instance. The proof is as follows. Let Tracereg : A → F be the reduced
trace, i.e. if A = ⊕ti=1D

ni×ni
i and M = (M1, . . . ,Mt) ∈ A then Tracereg(M) =∑t

i=1 TrDi/F(Trace(Mi)). The functor

T : Mod
(A,ε)
A → Mod

(F,ε)
A , (V, φ) 7→ (V,Tracereg(φ))

establishes an equivalence. Note that Tracereg(φ) is non-degenerate whenever φ
has this property, since rad(Tracereg(φ)) = rad(φ), due to the non-degeneracy of
Tracereg : A × A → F, (a, b) 7→ Tracereg(ab), cf. [6, Proposition 7.41]. In addition,
the functor T preserves orthogonality (cf. Definition 6.1.6). This property ensures
that any (V, φ) ∈ Mod

(A,ε)
A contains as many self-dual codes as T ((V, φ)).

Remark 6.1.5. Assume thatA is semisimple and that (A, J) is simple, i.e. there exists no
nontrivial proper ideal of A which is left invariant under J . Let (V, β) ∈ Mod

(F,ε)
A such

that there exists no proper orthogonal decomposition of (V, β) into other ε-equivariant
A-modules. Then one of the following holds.

(i) There exists a field extension D of F such that A ∼= Dn×n, and V = D1×n is
the unique simple right A-module. Let β̃ : V × V → D be a non-degenerate ε-
equivariant form such that (V, β̃) ∈ Mod

(D,ε)
A and β = TraceD/F(β̃). Let u be a

Gram Matrix of β̃ with respect to some D-basis of V . Then utr = εuα, where α is
the restriction of J to D, applied componentwise. Let ∆ : A→ Dn×n be the natural
embedding. Due to the equivariance of β, ∆(a)αu = u∆(aJ)tr for all a ∈ A, i.e.
∆(aJ) = utr(∆(a)α)tr(utr)−1.

(ii) There exists an isomorphism (δ1, δ2) : A→ Dn×n⊕Dn×n, a 7→ (δ1(a), δ2(a)), for
some field extension D of F, and V = D1×n ⊕D1×n. Let ∆ : A ↪→ D2n×2n be the
natural embedding as block diagonal matrices. If u is as above then u =

(
0 u′ tr

εu′α 0

)
,

i.e. again, utr = εuα and ∆(aJ) = utr(∆(a)α)tr(utr)−1 for all a ∈ A.

Definition 6.1.6. LetM,M′ be categories of ε-Hermitian or equivariant modules over
the algebras AM and AM′ , respectively. A functor F : M → M′, (V, β) 7→
(F0(V ), F1(β)) is said to preserve orthogonality if

F0(C⊥,β) = F0(C)⊥,F1(β)

for every submodule C ≤ V .

The main result of this section is the following.
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Theorem 6.1.7. Let δ ∈ {−1, 1} and assume that every simple self-dual A-module car-
ries a non-degenerate δεJ -Hermitian form. Then there is an orthogonality-preserving
equivalence between the categories Mod

(F,ε)
A and Mod

(E,δ)
E , where E = Z(A) is the center

of A, with the restriction of J to E as involution.

Note that according to Remark 4.1.22, for every semisimple algebra A there
exists a decomposition A = eA ⊕ (1 − e)A with some central idempotent e =
eJ such that the algebras eA and (1 − e)A satisfy the assumption of Theorem
6.1.11 on the simple modules. This decomposition is not necessarily proper (for
instance in characteristic 2), nor is it necessarily unique, since a simple self-dual
A-module may carry both ε- and−ε-equivariant forms, even in odd characteristic
(cf. Corollary 4.1.24).

The equivalence stated in Theorem 6.1.7 will be constructed as a composition

Mod
(F,ε)
A

T−1

−→ Mod
(A,ε)
A

F−→ Mod
(E,δ)
E ,

where T is as above. The functor F is defined in Theorems 6.1.10 and 6.1.11,
respectively. The latter Theorem also states that F is an equivalence.

Remark 6.1.8. Let (W,ψ) be a δεJ -Hermitian (resp. δεJ -equivariant) left A-module.
ConsiderW as a right moduleWE over E = Z(A) via we := eJw for w ∈ W and e ∈ E.
Then (WE, ψ) is also an δεJ -Hermitian (resp. δεJ -equivariant) right E-module, where
the involution of E is the restriction of J .

The functor F transforms A-valued forms into E-valued forms. For its con-
struction we need the following definition.

Definition 6.1.9. Let A ∼= ⊕ti=1D
ni×ni
i , where the Di are field extensions of F. Define

TraceA/E : A→ E, (M1, . . . ,Mt) 7→ (Trace(M1)In1 , . . . ,Trace(Mt)Int).

Theorem 6.1.10. Let δ ∈ {1,−1} and let (W,ψ) be a δεJ -Hermitian left A-module such
that

ψ(w1, w2)w3 = TraceA/E(ψ(w3, w2))w1 (??)

for all w1, w2, w3 ∈ W . Consider W as a right module over E = Z(A) as in Remark
6.1.8. Define a functor

FW := F(W,ψ) : Mod
(A,ε)
A → Mod

(E,δ)
E , (V, φ) 7→ (V ⊗A AWE, φ⊗ ψ),

where φ ⊗ ψ :=
(
(v ⊗ w, v′ ⊗ w′) 7→ TraceA/E(φ(v′, v)ψ(w,w′))

)
. Then FW preserves

orthogonality.

Proof. To show that φ⊗ψ is well-defined one has to check that it isA-balanced,
i.e. that

TraceA/E(φ(v′a′, va)ψ(w,w′)) = TraceA/E(φ(v′, v)ψ(aw, a′w′))
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for all v, v′ ∈ V, w,w′ ∈ W and a ∈ A. Since φ and ψ are Hermitian, the left hand
side of the above equation equals

TraceA/E(φ(v′a′, v)aψ(w,w′)) = εTraceA/E(φ(v, v′a′)Jψ(aw,w′)

= εTraceA/E(a′Jφ(v, v′)Jψ(aw,w′)).

Due to the elementary properties of the Trace function, the arguments of the latter
term may be permuted by a cyclic shift, i.e. the latter equals

εTraceA/E(εJφ(v′, v)ψ(aw,w′)a′J) = TraceA/E(φ(v′, v)δεJ(a′ψ(w′, aw))J)

= δεJ TraceA/E(φ(v′, v)δεψ(aw, a′w′))

= TraceA/E(φ(v′, v)ψ(aw, a′w′))

as claimed. It remains to show that FW preserves orthogonality, i.e. that

FW (C)⊥,φ⊗ψ = FW (C⊥,φ)

for all submodules C ≤ V , where (V, φ) ∈ Mod
(A,ε)
A . The inclusion FW (C⊥,φ) ⊆

FW (C)⊥,φ⊗ψ follows immediately from the definition of the form φ ⊗ ψ. For the
inclusion FW (C)⊥,φ⊗ψ ⊆ FW (C⊥,φ), let

∑k
i=1 vi ⊗ wi ∈ FW (C)⊥,φ⊗ψ. Then

TraceA/E(
k∑
i=1

φ(c, vi)ψ(wi, w
′)) = TraceA/E(φ(c,

k∑
i=1

viψ(wi, w
′))) = 0

for all c ∈ C and w′ ∈ W . Now C is a right A-module and φ is Hermitian, hence
the latter equation implies that

TraceA/E(φ(c,
k∑
i=1

viψ(wi, w
′))a) = 0

for all c ∈ C,w′ ∈ W and a ∈ A. This implies that always φ(c,
∑k

i=1 viψ(wi, w
′)) =

0, due to the non-degeneracy of TraceA/E : A × A → E, (x, y) 7→ TraceA/E(xy).
Hence always

∑k
i=1 viψ(wi, w

′) ∈ C⊥,φ and hence

k∑
i=1

viψ(wi, w
′)⊗ w′′ ∈ FW (C⊥,φ)

for all w′′ ∈ W . Choosing w′, w′′ ∈ W with TraceA/E(ψ(w′, w′′)) = 1, this yields

k∑
i=1

viψ(wi, w
′)⊗ w′′ =

k∑
i=1

vi ⊗ ψ(wi, w
′)w′′ =

k∑
i=1

vi ⊗ TraceA/E(ψ(w′′, w′))wi

=
k∑
i=1

vi ⊗ wi ∈ FW (C⊥,φ).
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The fact that FW preserves orthogonality implies that φ⊗ψ is non-degenerate
since

rad(φ⊗ ψ) = FW (V )⊥,φ⊗ψ = FW (V ⊥,φ) = FW (rad(φ)) = {0}.

�

Note that condition (??) in Theorem 6.1.10 is natural and that, in the situation
of Theorem 6.1.11, there always exists a form ψ satisfying this condition: Write
A = ⊕ti=1D

ni×ni
i and let π be a permutation on t points, αi ∈ Aut(Di) and u =

(u1, . . . , ut) ∈ A∗ with MJ
i = ui(M

αi
π(i))

tru−1
i , for Mi ∈ Dni×ni

i (cf. Remark 6.1.3),
and (u1, . . . , ut) = δε((uαπ(1))

tr, . . . , uαπ(t))
tr), according to Remark 6.1.5. On W ∼=

⊕ti=1D
ni×1
i there exists a non-degenerate δεJ -Hermitian form

ψ :W ×W → A, (⊕ti=1di,⊕ti=1fi) 7→ ⊕ti=1di(f
αi
π(i))

tru−1
i .

We show that ψ satisfies condition (??), i.e. that

ψ(di, fπ(i))gi = TraceA/E(ψ(gi, fπ(i)))di

for all di, gi ∈ Dni×1
i ≤ W and fπ(i) ∈ D

nπ(i)×1

π(i) ≤ W (note that nπ(i) = ni and
Dπ(i) = Di). The element (fαiπ(i))

tr ∈ D1×ni
i and u−1

i gi ∈ Dni×1
i , hence

(fαiπ(i))
tru−1

i gi = Trace(u−1
i gi(f

αi
π(i))

tr) = Trace(gi(f
αi
π(i))

tru−1
i ),

where Trace : Dni×ni
i → Di denotes the usual trace of a matrix. Hence

ψ(di, fπ(i))gi = di(f
αi
π(i))

tru−1
i gi = di Trace(gi(f

αi
π(i))

tru−1
i ) = TraceA/E(gi(f

αi
π(i))

tru−1
i )di

= TraceA/E(ψ(gi, fπ(i)))di,

which shows that ψ satisfies condition (??).

The functor F is now obtained by a particular choice of W in Theorem 6.1.10.

Theorem 6.1.11. Let S be a system of representatives for the isomorphism classes of
simple left A-modules, and letW := ⊕S∈SS. Assume that there exists some δ ∈ {1,−1}
such that every self-dual simple A-module carries a non-degenerate δεJ -Hermitian form.
Fix a non-degenerate δεJ -Hermitian form ψ on W such that (W , ψ) satisfies condition
(??) from Theorem 6.1.10. Then

F := F(W,ψ) : Mod
(A,ε)
A → Mod

(E,δ)
E

is an equivalence of categories which preserves orthogonality.

Proof. LetWop be the setW with a right A-module structure given by w ∗ a :=
aJw for a ∈ A and w ∈ W . The form

ψ̂ :Wop ×Wop → A, (w,w′) 7→ δεψ(w,w′)
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is then non-degenerate and δε-Hermitian, as one easily verifies. Note thatWop is
also a left E-module (sinceW is a left A-module). Hence we can define a functor

H : Mod
(E,δ)
E → Mod

(A,ε)
A , (U, β) 7→ (U ⊗E Wop, β ⊗ ψ̂),

where

β ⊗ ψ̂(u⊗ w, u′ ⊗ w′) := β(u′, u)ψ̂(w,w′).

To prove that β ⊗ ψ̂ is well-defined, one has to check that it is E-balanced, i.e.
that

β(u′e′, ue)ψ̂(w,w′) = β(u′, u)ψ̂(ew, e′w′)

for all u, u′ ∈ U, w,w′ ∈ Wop and e, e′ ∈ E. This can be proven by calculations
analogous to those in the proof of Theorem 6.1.10, exploiting the fact that E =
Z(A). In what follows it is shown that H and F are inverse functors.

(i) First, let (V, φ) ∈ Mod
(A,ε)
A and show that H(F ((V, φ))) and (V, φ) are isomet-

ric. Clearly, V ⊗AW ⊗E Wop ∼= A as right A-modules via α : (v ⊗ w ⊗ ŵ) 7→
vψ̂(w, ŵ). To see that α is an isometry, we calculate that

(φ⊗ψ)⊗ ψ̂(v ⊗ w ⊗ ŵ, v′ ⊗ w′ ⊗ ŵ′)
= φ⊗ ψ(v′ ⊗ w′, v ⊗ w)ψ̂(ŵ, ŵ′)

= TraceA/E(φ(v, v′)ψ(w′, w))δεψ(ŵ, ŵ′)

= δεψ(TraceA/E(φ(v, v′)ψ(w′, w))ŵ, ŵ′)

= δεψ(TraceA/E(ψ(φ(v, v′)w′, w))ŵ, ŵ′)

= δεψ(ψ(ŵ, w)φ(v, v′)w′, ŵ′)

= δεψ(ŵ, w)φ(v, v′)ψ(w′, ŵ′)

= δεφ(vψ(ŵ, w)J , v′ψ(w′, ŵ′))

= δεφ(vδεψ(w, ŵ), v′ψ(w′, ŵ′))

= φ(vψ(w, ŵ), v′ψ(w′, ŵ′))

= φ(vψ̂(w, ŵ), v′ψ̂(w′, ŵ′))

= φ(α(v ⊗ w ⊗ ŵ), α(v′ ⊗ w′ ⊗ ŵ′))

for all (v ⊗ w ⊗ ŵ), (v′ ⊗ w′ ⊗ ŵ′) ∈ U ⊗W ⊗Wop.

(ii) Now let (U, β) ∈ Mod
(E)
E and show that F (H((U, β))) and (U, β) are isomet-

ric. The natural isomorphism

γ : U ⊗E Wop ⊗AW → U, (u⊗ ŵ ⊗ w) 7→ uTraceA/E(ψ̂(ŵ, w))
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is an isometry since

(β⊗ψ̂)⊗ ψ(u⊗ ŵ ⊗ w, u′ ⊗ ŵ′ ⊗ w′)
= TraceA/E(β ⊗ ψ̂(u′ ⊗ ŵ′, u⊗ ŵ)ψ(w,w′))

= TraceA/E(β(u, u′)ψ̂(ŵ′ŵ)ψ(w,w′))

= β(u, u′) TraceA/E(ψ̂(ŵ′, ψ(w′, w)ŵ))

= β(u, u′) TraceA/E(δεψ(ŵ′, ŵ)ψ(w,w′))

= δεβ(u, u′) TraceA/E(ψ(ψ(ŵ′, ŵ)w,w′))

= δεβ(u, u′) TraceA/E(ψ(TraceA/E(ψ(w, ŵ))ŵ′, w′))

= δεβ(u, u′) TraceA/E(ψ(w, ŵ)) TraceA/E(ψ(ŵ′, w′))

= δεβ(uTraceA/E(ψ(w, ŵ))J), u′TraceA/E(ψ(ŵ′, w′))

= δεβ(δεuTraceA/E(ψ(ŵ, w)), u′TraceA/E(ψ(ŵ′, w′)))

= β(uTraceA/E(ψ(ŵ, w)), u′TraceA/E(ψ(ŵ′, w′)))

= β(γ(u⊗ ŵ ⊗ w), γ(u′ ⊗ ŵ′ ⊗ w′))

for all (u⊗ ŵ ⊗ w), (u′ ⊗ ŵ′ ⊗ w′) ∈ U ⊗Wop ⊗W .

�

Example 6.1.12. Let A = F3Q8, where Q8 = 〈x, y | x4 = 1, x2 = y2, xyx = y〉 is
the quaternion group. The group algebra A carries an F3-linear involution J given by
g 7→ g−1, for g ∈ G. Let S be the absolutely irreducible A-module of dimension 2, on
which x acts as ( 0 1

−1 0 ) and y acts as
(

1 −1
−1 −1

)
. The module S carries a non-degenerate

symplectic Q8-invariant form (i.e. a −1-equivariant form with respect to J) with Gram
matrix B := ( 0 1

−1 0 ). Since EndA(S) ∼= F3, there exists no symmetric non-degenerate
G-invariant form on S (cf. Corollary 4.1.24).

(i) To determine the number of self-dual codes in the −1-equivariant module

(V, ϕ) =⊥4
i=1 (S,B) ⊥ (F2

3,

(
0 −1
1 0

)
),

let eF3 , eS be the central primitive idempotents belonging to the simple modules
F3 and S, respectively. Consider the first summand of V as a module for the al-
gebra eSA, and the second summand as a module for eF3A = F3. The algebras
eF3A, eSA have only one irreducible module and hence satisfy the assumption in
Theorem 6.1.11, with δ = −1 for eF3A and δ = 1 for eSA. The Morita equiva-
lence from Theorem 6.1.11 maps the first summand to the 1-equivariant F3-module
⊥4
i=1 (F3, (1)), which contains 8 self-dual codes (cf. Lemma 6.2.6), and the second

summand is mapped to itself. The second summand obviously contains 4 self-dual
codes. Hence the number of self-dual codes in (V, ϕ) equals 8 · 4 = 32.

(ii) The module S ⊕ S carries a 1-equivariant form with Gram matrix
(

0 B
−B 0

)
. An

application of Theorem 6.1.11 to eSA, with δ = −1 shows that the number of self-
dual codes equals the number of self-dual codes in the F3-module (F2

3, (
0 1
−1 0 )), which

is 4.
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6.2 Enumeration of self-dual codes

This section gives explicit formulae for the number of self-dual codes in an ε-
equivariant A-module, using the Morita equivalence in Theorem 6.1.11.

There exists a central idempotent e = eJ such the algebras eA and (1−e)A sat-
isfy the assumption in Theorem 6.1.11 on the simple modules. Every equivariant
A-module (V, φ) is an orthogonal sum eV ⊥ (1 − e)V , and every self-dual code
C ⊆ V is the orthogonal sum of a self-dual code eC in eV and a self-dual code
(1−e)C in (1−e)V . The number of self-dual codes in V is hence the product of the
number of self-dual codes in eV with the number of self-dual codes in (1− e)V .

Hence throughout this section assume that A satisfies the assumption in The-
orem 6.1.11, and let δ ∈ {−1, 1} such that every simple self-dualA-module carries
a non-degenerate δεJ -equivariant form. The Morita equivalenceF from Theorem
6.1.11 establishes a bijection between the self-dual codes in (V, φ) and the self-dual
codes in its Morita equivalent module F((V, φ)) ∈ Mod

(E,δ)
E , where E = Z(A) is a

direct sum of finite fields.
Except when q is even and J is the identity, F((V, φ)) will be determined up

to isometry by the composition factors of V in Subsection 6.2.1. For every self-
dual code C ≤ V , the image F(C) ≤ F(V ) is a direct sum of self-dual codes
over finite fields, or over a ring L ⊕ L, where L is a finite field. Formulae for the
number of these kinds of codes have been given in [41], e.g. and are reproduced
in Subsection 6.2.2. As a corollary, the number of self-dual codes in (V, φ) is given
in Subsection 6.2.3.

To fix some notation, let S denote a system of representatives for the isomor-
phism classes of simple right A-modules. For S ∈ S, let DS := EndA(S) and let
nS denote the multiplicity of the simple module S in V .

6.2.1 Determination of the Morita equivalent module F((V, φ))

The module V decomposes into an orthogonal sum, which is respected by the
functor F .

Remark 6.2.1. For S ∈ S, denote by VS the S-homogeneous component of V . Then
there is an orthogonal decomposition

V =⊥S∈S, S∼=S∗ VS ⊥{T,T ∗}⊆S, T�T ∗ (VT ⊕ VT ∗). (?)

In particular, the restriction φU of φ to a summand U in (?) is non-degenerate and
equivariant, and if C ≤ V is a self-dual code then C ∩ U is a self-dual code in U with
respect to φU .

Lemma 6.2.3 gives the images under F of the orthogonal summands of V . To
this aim the following result proven in [34] is useful.

Lemma 6.2.2. Let eS ∈ Z(A) be the central primitive idempotent belonging to the simple
module S ∈ S. Then eJS = eS∗ . In particular S is self-dual if and only if eJS = eS .
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Lemma 6.2.3. Let S ∈ S, and let eS be the central primitive idempotent belonging to S.
Let n be an integer, and by F denote the Morita equivalence from Theorem 6.1.11.

(i) Assume that S ∼= S∗. There is a natural isomorphism DS
∼= eSZ(A), of which the

image is invariant under J according to Lemma 6.2.2. Thus J induces an involution
adS on DS , which will be further investigated in Lemma 6.2.4.

Assume that Sn carries a non-degenerate ε-equivariant form β. Then F((Sn, β)) ∼=
((DS)n, β′), where β′ is δ-equivariant with respect to adS .

If (Sn, β) contains a self-dual code then so does ((DS)n, β′), since F preserves or-
thogonality. In odd characteristic, this determines the isometry type of ((DS)n, β′),
as follows:

(a) If δ = 1 then ((DS)n, β′) ∼=⊥
n
2
i=1 H(DS) ∼=⊥

n
2
i=1 ((DS)2, ( 0 1

1 0 )) is an orthogonal
sum of hyperbolic planes H(DS) (cf. [37, Ch.1, Cor. 3.10, Th.6.4 and Ch.7, Th.
6.3]).

(b) If δ = −1 then ((DS)n, β′) ∼=⊥
n
2
i=1 ((DS)2, ( 0 1

−1 0 )).

Analogously, if F has characteristic 2 and adS is not the identity then ((DS)n, β′)
is an orthogonal sum of hyperbolic planes.

If F has characteristic 2 and adS is the identity then either ((DS)n, β′) is an orthog-
onal sum of hyperbolic planes as above, or isometric to ⊥

n
2
−1

i=1 H(DS) ⊥ W , where
W ∼= (F2, ( 1 0

0 1 )).

(ii) Assume that S � S∗, and consider again the natural isomorphism DS
∼= eSZ(A).

ThenDJ
S = DS∗ according to Lemma 6.2.2 and hence the sumDS⊕DS∗ is invariant

under J . Clearly with respect to any non-degenerate ε-equivariant form β, the
module (S ⊕ S∗)n contains a self-dual code. The Morita equivalent module

F((S ⊕ S∗)n, β) ∼= ((DS)n ⊕ (DS)n, β′) ∼=⊥ni=1 H(DS)

is an orthogonal sum of hyperbolic planes, where β′ is equivariant with respect to
the restriction of J to DS ⊕DS∗ . Here (DS)n⊕ (DS∗)

n is a (DS ⊕DS∗)-module in
the natural way. Hence the self-dual codes in this module correspond bijectively to
the subspaces of (DS)n.

Lemma 6.2.4. For a simple self-dual A-module S consider the natural embeddings
F ↪→ DS ↪→ Z(A). According to Lemma 6.2.3(i) the involution J on A restricts to an
involution on DS . This restriction is either the identity on DS or a field automorphism of
order 2. Clearly the latter holds if J is non-trivial on F.

Assume that fJ = f for all f ∈ F. Then the following are equivalent.

(i) dJ = d for all d ∈ DS ,

(ii) if L ⊇ F is a field extension with L ∼= DS then every composition factor of the right
A⊗F L-module S ⊗F L is self-dual.
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Proof. Let AL := A ⊗F L and let J (L) be the L-linear extension of J to AL
defined by (a ⊗ l)J := aJ ⊗ l for all a ∈ A and l ∈ L, which is well-defined since
F is fixed by J . In particular J is trivial on DS ⊆ A if and only if J (L) is trivial on
DS ⊗F L. Let e ∈ DS be the central primitive idempotent belonging to S, and let
e = e1 + . . . + en be a decomposition into central primitive idempotents ei of AL,
according to a decomposition of S ⊗F L into simple modules over DS ⊗F L. The
ei generate DS ⊗F L as a vector space over L and hence J (L) is trivial on DS ⊗F L
if and only if it fixes all of the ei, i.e. if and only if every composition factor eiAL
of S ⊗F L satisfies eiAL = eJi AL

∼= (eiAL)∗ (see Lemma 6.2.2). �

6.2.2 Enumeration of self-dual codes over finite fields

The formulae in this section are given in [41].

Lemma 6.2.5. (see Ex. 10.4 of [41]) Let F = Fq be a finite field, where q = r2, and let
r : x 7→ xr ∈ Gal(Fq/Fr) be the field automorphism of order 2. Let β be a non-degenerate
form on Fn which is equivariant with respect to r. If (Fn, β) contains a self-dual code
then the number of self-dual codes in Fn equals

Υu(n, q) :=
n∏
i=1

(q
i
2 − (−1)i) (

n
2∏
j=1

(qj − 1))−1. (6.3)

Lemma 6.2.6. (see Ex. 11.3 of [41]) Let F = Fq be a finite field, where q is odd, and let
β be a non-degenerate symmetric bilinear form on Fn. If (Fn, β) contains a self-dual code
then the number of self-dual codes in Fn equals

Υ+
o,1(n, q) :=

n
2
−1∏
i=0

(qi + 1). (6.4)

Lemma 6.2.7. (see Ex. 8.1 of [41]) Let F = Fq be a finite field, where q is odd, and
let β be a non-degenerate symplectic bilinear form on Fn, i.e. β(v, w) = −β(w, v) for
all v, w ∈ Fn. Then (Fn, β) contains a self-dual code, and the number of self-dual codes
equals

Υ+
o,−1(n, q) :=

n
2
−1∏
i=0

(qn−2i − 1)(qi+1 − 1)−1. (6.5)

Lemma 6.2.8. (see Ex. 11.3 of [41]) Let F = Fq be a finite field, where q is even, and let
β be a non-degenerate symmetric bilinear form on Fn such that (Fn, β) ∼=⊥

n
2
i=1 H(F) is

an orthogonal sum of hyperbolic planes, i.e. isotropic. Then the number of self-dual codes
in Fn equals

Υ+
o (n, q) :=

n
2∏
i=1

(qi + 1). (6.6)

The following lemma is an immediate corollary of Lemma 6.2.8.
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Lemma 6.2.9. Let F = Fq be a finite field, where q is even. Let β be a non-degenerate
symmetric bilinear form on Fn such that (Fn, β) ∼=⊥

n
2
−1

i=1 H(F) ⊥ W , where W ∼=
(F2, ( 1 0

0 1 )). Then the number of self-dual codes in Fn equals

Υ−o (n, q) := Υ+
o (n− 2, q).

Moreover, we need a formula for the number of subspaces of a vector space,
cf. Lemma 6.2.3 (ii).

Lemma 6.2.10. Let U be a vector space over the finite field F = Fq, n := dim(U). Then
the number of subspaces of U equals

Ξ(n, q) :=
n∑
k=0

n−k−1∏
i=0

qn−i − 1

qn−k−i − 1
.

6.2.3 Enumeration of self-dual codes in (V, β)

As before, let F = Fq be a finite field with q elements and letA be a finite semisim-
ple algebra over F. Let S be a system of representatives for the isomorphism
classes of simple right A-modules, and for S ∈ S let dS := dimF(EndA(S)). By
nS denote the multiplicity of S in V . Recall that we assume the existence of some
δ ∈ {−1, 1} such that every simple self-dual A-module carries a δεJ -equivariant
form. The involution J restricts to an involution of the Morita equivalent algebra
E = Z(A) = ⊕S∈S EndA(S) (cf. Lemma 6.2.4), and also to a field automorphism
of F (cf. Remark 6.1.3), where F is naturally embedded into Z(A) by f 7→ f · 1.
The restriction to F is either the identity or a field automorphism of order 2 – we
distinguish these two cases to enumerate the self-dual codes in (V, β) ∈ Mod

(F,ε)
A ,

which in what follows is assumed to contain at least one such code. As corollaries
from the previous Subsections we obtain the following formulae.

Corollary 6.2.11. If q = r2 and fJ = f r for all f ∈ Fq then the number of self-dual
codes in (V, β) equals

M(V,β) =
∏

S∈S, S∼=S∗
Υu(nS, q

dS)
∏

{T,T ∗}⊆S, T�T ∗
Ξ(nT , q

dT ).

Corollary 6.2.12. Assume that q is odd and fJ = f for all f ∈ F. This implies ε ∈
{1,−1}. Let

S′ := {S ∈ S | S ∼= S∗ and eJ = e for all e ∈ EndA(S)}.

Then the number of self-dual codes in (V, β) equals

M(V,β) =
∏
S′∈S′

Υ+
o,δ(nS′ , q

dS′ )
∏

S∈S−S′, S∼=S∗
Υu(nS, q

dS)
∏

{T,T ∗}⊆S, T�T ∗
Ξ(nT , q

dT ).
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In the remaining case where q is even and β is symmetric (which implies that
ε = 1), it is in general not possible to determine F((V, β)) only from the compo-
sition factors of V , cf. Lemma 6.2.3(i). Yet this is possible if A = FG is a group
algebra over the finite group G. It is well-known that if the field L, of even char-
acteristic, is a splitting field for the finite group G of odd order then the trivial
module is the only self-dual irreducible LG-module. An application of Lemma
6.2.4 then yields that the restriction of J to Z(A) = E = ⊕S∈S EndA(S) is non-
trivial on every of these summands, except for the summand belonging to the
trivial module. To investigate the number of self-dual codes in this summand un-
der F one has to distinguish whether (V, β) is symplectic, i.e. whether β(v, v) = 0
for all v ∈ V . Note that this only depends on the values of β on the summands of
V isomorphic to the trivial module, by the following remark.

Remark 6.2.13. Let (V, β) be an equivariant FG-module, where F has characteristic 2
and the associated involution restricts to the identity on F. If the trivial module does not
occur in V then β is symplectic.

Proof. The mapQ : V → F, v 7→ β(v, v) is additive since β is symmetric and F
has characteristic 2. Moreover, Q(v) = Q(vg) for all v ∈ V and all g ∈ G. Assume
that there exists some v ∈ V with β(v, v) = 1. Then Q is surjective, and hence
there exists an epimorphism of V onto the trivial G-module, which contradicts
the assumptions. Hence Q(V ) = {0}, i.e. β is symplectic. �

As an application of Lemma 6.2.3 one obtains

Corollary 6.2.14. Assume that A = FqG is a group algebra over the finite group G,
where q is even and G has odd order, and that fJ = f for all f ∈ F. By 1 denote the
trivial FG-module. The number of self-dual codes in (V, β) equals

M(V,β) = Υσ
o (n1, q)

∏
S∈S, 1�S∼=S∗

Υu(nS, q
dS)

∏
{T,T ∗}⊆S, T�T ∗

Ξ(nT , q
dT ),

where σ = + if (V, β) is symplectic, and σ = − otherwise.

6.2.4 Example: Binary extended cyclic codes

Let F = F2 and A = FCN , where CN is the cyclic group of order N , for some odd
integer N . A binary extended cyclic code, as defined in [28], is an A-submodule
of

V = A⊕ 1 = FN+1,

where 1 is the trivial A-module, i.e. CN acts on V by cyclic shifts of the first N
coordinates and fixes the (N + 1)st coordinate. The standard scalar product β on
V satisfies β(v, v′) = β(vg, v′g) for all v, v′ ∈ V and g ∈ CN , hence is equivariant
with respect to the F-linear involution on FCN given by g 7→ g−1, for g ∈ CN .

The situation where a self-dual binary extended cyclic code exists has been
characterized in [28] as follows.
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Theorem 6.2.15. There exists a self-dual binary extended cyclic code C ≤ V = FCN⊕1
if and only if −1 /∈ 〈2〉 ≤ (Z/pZ)∗ for all prime divisors p of N , i.e. the order of 2 mod p
is odd.

Remark 6.2.16. If the order of 2 mod p is odd then 2 is a square mod p and hence p ≡8 ±1
by quadratic reciprocity. If p ≡8 −1 then −1 is not a square and hence −1 /∈ 〈2〉 ≤
(Z/pZ)∗. However, if p ≡8 1 then the order of 2 may be even or odd mod p. For p = 41
the order of 2 is 20, for p = 73 the order is 9.

The structure of the module V = FCN is easy to describe and the number of
self-dual codes in V is particularly easy to determine, cf. Example 6.2.17. The
criterion for the existence of a self-dual binary extended cyclic code in Example
6.2.17 has been given in [27, Th. 3.3] in a more general context.

Example 6.2.17. There exists a self-dual binary extended cyclic code C ≤ V = FCN ⊕1
if and only if the trivial module is the only self-dual irreducible FCN -module. In this case
there are

M(V,β) = 2
|S|−1

2

such codes, where S is a system of representatives for the isomorphism classes of simple
right FCN -modules.

Proof. Assume that there exists a self-dual code C ≤ V . Then according to
[42], Corollary 2.4, every self-dual simple FCN -module occurs in a composition
series of V with even multiplicity. On the other hand, every simple FCN -module
occurs in V with multiplicity 1, except for the trivial module, which occurs in V
with multiplicity 2. Hence

V ∼=⊥{T,T ∗}⊆S, T�1 (T ⊕ T ∗) ⊥ 1 ⊥ 1. (F)

Conversely, if the trivial module is the only self-dual irreducible FCN -module
then clearly V decomposes as in (F). Let T ⊕T ∗ be a summand in (F) and let e be
the central primitive idempotent belonging to T . Then eJ is the central primitive
idempotent belonging to T ∗ according to Remark 6.2.2, hence annihilates T . Thus

β(t, t′) = β(te, t′) = β(t, t′eJ) = β(t, 0) = 0

for all t, t′ ∈ T , i.e. T ⊆ T⊥. Choose a subset T ⊆ S − {1} such that for every
non-trivial irreducible A-module T , either T or T ∗ is contained in T . Then

C := 〈T | T ∈ T 〉+ 〈(1, . . . , 1)〉

is a self-dual code in V . An application of Corollary 6.2.14 then yields

M(V,β) = Υ−o (2, 2)
∏

{T,T ∗}⊆S, T�1

Ξ(1, 2dT ) = 2
|S|−1

2 ,

where the value of dT = dim(EndA(T )) is irrelevant since Ξ(1, 2dT ) counts the
number of subspaces of a one-dimensional vector space over a field of size 2dT . �
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Example 6.2.18. (i) Binary extended cyclic codes of length 8. The order of 2 in the
unit group F∗7 of F7 equals 3. More precisely, the subgroup of F∗7 generated by 2 has
index 2 and the cosets are F∗7 = {1, 2, 4}

.
∪ {3, 5, 6}. This yields central primitive

idempotents e, f ∈ F2C7,

e = 1 + a+ a2 + a4 and f = 1 + a3 + a5 + a6,

where a is a generator of C7. These satisfy ef = 0 and eJ = f . Hence V =
F2C7 ⊕ F2 = F8

2 contains exactly the two self-dual codes

C = 〈V e, (1, . . . , 1)〉 and D = 〈V f, (1, . . . , 1)〉

with generator matrices

MC :=


1 1 1 1 1 1 1 1
1 1 0 1 0 0 1 0
1 1 1 0 1 0 0 0
0 1 1 1 0 1 0 0

 and MD :=


1 1 1 1 1 1 1 1
0 0 1 0 1 1 1 0
1 0 0 1 0 1 1 0
1 1 0 0 1 0 1 0

 .

These codes are permutation equivalent to the extended Hamming code of length 8.

(ii) Let p be a prime with p ≡8 −1. Then there exist exactly 2
t
2 self-dual binary extended

cyclic codes of length p + 1, where t := [F∗p : 〈2〉] is the index of the subgroup
generated by 2 in the unit group F∗p of Fp.

(iii) Self-dual binary codes over F2(C3 o C3). The wreath product

G := C3 o C3 = 〈(1, 2, 3), (4, 5, 6), (7, 8, 9), (1, 4, 7)(2, 5, 8)(3, 6, 9)〉

acts on 9 points, hence yields a permutation module Ṽ of dimension 9 over A =

F2G. Let V := Ṽ ⊕ Ṽ ⊕ 1⊕ 1, then V decomposes as

V = T 2
6 ⊥ T 2

2 ⊥ 14,

where T2 and T6 are irreducible modules of dimension 2 and 6 over F2, both self-dual
with an endomorphism ring isomorphic to F4. Hence the total number of self-dual
codes in V equals

MV = Υ−o (4, 2) · Υu(2, 4)2 = 33 = 27.

6.2.5 Example: Doubly-even binary codes

Recall the notion of doubly-even binary codes in FN2 , in Section 2.2.2. Assume
that N is a multiple of 8, i.e. there exists a self-dual doubly-even binary code of
length N . In this section we view a code C as a module over the group algebra
F2G, where G is a subgroup of the permutation group

P (C) := {π ∈ SN | Cπ = C} .
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For a given permutation group G ≤ SN , we ask for the number of self-dual
doubly-even codes withG ⊆ P (C) , i.e. for the doubly-even self-dual codes in the
F2G-module V := FN2 . We confine ourselves to the case where the order of G is
odd, i.e. the group algebra F2G is semisimple, in order to apply the results of Sec-
tion 6.1. Hence in what follows assume that the order ofG is odd. Theorem 6.2.21
gives the number ofG-invariant doubly-even self-dual codes, provided that there
exists at least one such code. (Recall that according to Theorem 3.2, such a code
exists if and only if N is a multiple of 8 and there exists any self-dual code in FN2 .)

The group algebra F2G carries an F2-linear involution given by g 7→ g−1, for
g ∈ G, and the standard scalar product β is equivariant with respect to this invo-
lution. Recall that the doubly-even codes in FN2 correspond to the totally isotropic
subspaces of the quadratic space (Ṽ , q), where

Ṽ = 〈(1, . . . , 1)〉⊥/〈(1, . . . , 1)〉 = {v ∈ FN2 | wt(v) is even}/〈(1, . . . , 1)〉,

naturally is a G-module, for every permutation group G of degree N . The
quadratic form is

q : Ṽ → F2, v + 〈(1, . . . , 1)〉 7→ wt(v)

2
mod 2,

with polar form

(ṽ, ṽ′) 7→ q(ṽ + ṽ′)− q(ṽ)− q(ṽ′) = β̃(ṽ, ṽ′),

where β̃ is the non-degenerate equivariant bilinear form on Ṽ naturally induced
by β via

β̃ : Ṽ × Ṽ → F2, (v + 〈(1, . . . , 1)〉, v′ + 〈(1, . . . , 1)〉) 7→ β(v, v′).

As seen in Section 3.2, a self-dual code C ≤ V is doubly-even if and only if q
vanishes on C/〈(1, . . . , 1)〉 ≤ Ṽ , i.e. C/〈(1, . . . , 1)〉 is maximally isotropic.

Again, let S be a system of representatives for the isomorphism classes of
simple right F2G-modules. Consider the decomposition

Ṽ =⊥S∈S, S∼=S∗ ṼS ⊥{T,T ∗}⊆S, T�T ∗ ṼT⊕T ∗ ,

where ṼX is the X-homogeneous component of Ṽ , for X ∈ S, and ṼT⊕T ∗ = ṼT ⊕
ṼT ∗ . Then every maximally isotropic submodule C̃ ≤ Ṽ is of the form

C̃ =⊥S∈S, S∼=S∗
(
C ∩ ṼS

)
⊥{T,T ∗}⊆S, T�T ∗

(
C ∩ ṼT⊕T ∗

)
, (>)

and every summand C ∩ ṼS or C ∩ ṼT⊕T ∗ is a maximally isotropic submodule
of ṼS or ṼT⊕T ∗ , respectively, since q is linear on C̃. Hence the total number of
maximally isotropic submodules of Ṽ is the product of the number of maximally
isotropic submodules in the summands of (>).
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Theorem 6.2.19. Let U ≤ Ṽ be a submodule such that the trivial module 1 does not
occur in U . Then every self-dual code in U is doubly-even.

Proof. Let C̃ = C̃⊥ ≤ U be a self-dual code. Then q is linear on C̃, i.e. q ∈
HomF2G(C̃,1) with kernel

ker(q) = {c ∈ C̃ | wt(c) ≡4 0} =: C̃0,

the doubly-even subcode of C̃. The image of q is isomorphic to a factor module
of C̃. Since 1 does not occur in C̃, this enforces that q vanishes on C̃, i.e. C̃ = C̃0

is doubly-even. �

Now consider the quadratic space (Ṽ1, q1) ∼= (Fn2 , q1), with non-degenerate
polar form β̃1, the restriction of β̃ to Ṽ1. Clearly V contains a doubly-even self-
dual code if and only if (Ṽ1, q1) has Witt defect 0. The total number of maximally
isotropic subspaces is then well-known and given in [41], for instance.

Theorem 6.2.20. (see Ex. 11.3 of [41]) Let n := dim(Ṽ1). If V contains a doubly-even
self-dual code then the number of maximally isotropic subspaces of (Ṽ1, q1) equals

$(n) :=

n
2
−1∏
i=0

(2i + 1).

Theorem 6.2.19 and 6.2.20 now enable us to determine the number of doubly-
even self-dual codes in V from the composition factors of V . Again, for a simple
module X ∈ S, denote by nX the multiplicity of X in V .

Theorem 6.2.21. If (V, β) contains a doubly-even self-dual code then the total number
of doubly-even self-dual codes in V equals

M II
(V,β) = $(n1 − 2)

∏
S∈S, 1�S∼=S∗

Υu(nS, q
dS)

∏
{T,T ∗}⊆S, T�T ∗

Ξ(nT , q
dT ).

6.3 The mass formula

For a right A-module V carrying an equivariant form β (cf. Definition 6.1.4), let

C(V ) := {C ≤ V | C = C⊥ = {v ∈ V | β(v, c) = 0 for all c ∈ C}}.

One may be interested in an overview of the isometry types or weight dis-
tributions which occur here, rather than in the set C(V ) itself. Hence in what
follows, we define a finite group Aut(V ) acting on C(V ) such that properties like
the isometry type of C ∈ C(V ) or the weight distribution are left invariant under
the operation of suitable subgroups of Aut(V ).
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6.3.1 Weak isometries of V and the mass formula

Definition 6.3.1. A bijective additive map ψ : V → V is called a weak isometry of
V if β(v, v′) = β(ψ(v), ψ(v′)) and ψ(va) = ψ(v)aα for some automorphism α of A
and all v, v′ ∈ V . The weak isometries form a group WAut(V ), with the composition
as multiplication, which contains as a subgroup Aut(V ) := EndA(V ) ∩WAut(V ), the
isometries of V .

Clearly WAut(V ) acts on C(V ). Now consider the action of some subgroup
Γ ≤WAut(V ). By [C] denote the orbit containing C. If

Γ(C) = {ψ ∈ Γ | ψ(C) = C}

is the stabilizer of C in Γ then [C] has length [Γ : Γ(C)] and we obtain

Theorem 6.3.2. (Mass formula)

MV

|Γ|
=

∑
[C]⊆C(V )

1

|Γ(C)|
.

The mass formula gives a method of classifying the self-dual codes in V with
respect to a property which is an invariant of the action of Γ on C(V ) – one may
restrict to orbit representatives and weight them by the reciprocal order of their
automorphism group, until the value of the left hand side of Theorem 6.3.2 has
been reached. For instance, the group Aut(V ) has the isometry type of C ∈ C(V )
as an invariant and hence Equation (6.3.2) can be used to classify the self-dual
codes in V up to isometry.

6.3.2 Example: Permutation modules

Let A = FG be a semisimple group algebra over the finite group G and let V be a
permutation module for G, i.e. V = FN has a distinguished basis, with respect to
which G acts as permutations and which we assume to be an orthonormal basis.
The existence of a distinguished basis enables us to define the weight enumerator
of a code C ≤ V ,

cwe(C) =
∑

(c1,...,cN )∈C

N∏
i=1

xci ∈ C[xf : f ∈ F].

The weight enumerator contains information on C which is of interest in coding
theory, like the minimum weight of C. It is invariant under permutations of the
coordinates of C, that is, cwe(Cπ) = cwe(C) for all C ∈ C(V ) and π ∈ SN . In
general, the permutation equivalent code Cπ is not contained in C(V ), i.e. SN
does not act on C(V ).

If V is faithful then the action of G on V induces an embedding j : G ↪→ Sk.
Let

N := NSk(G) ≤WAut(V )
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be the normalizer of j(G) in Sk. Every η ∈ N naturally induces a bijection v 7→
vη of V . This bijection is a weak automorphism of V since if αη is the F-linear
automorphism of A = FG given by g 7→ αη(g) = η−1gη then

vgη = vηη−1gη = vηαη(g)

for all v ∈ V and g ∈ G. Hence N acts on C(V ), yielding a mass formula

MV

|N|
=

∑
[C]N⊆C(V )

1

|N(C)|
, (>)

where [C]N is the orbit of N containing C and N(C) is the stabilizer of C under
N. Clearly the weight enumerator is an invariant of this operation. Another
invariant is the conjugacy class of P (C) in SN , since P (Cη) = η−1P (C)η for every
η ∈ N. In general there is no larger subgroup U with N ( U ⊆ Sk such that U
acts on C(V ), since every element which acts on C(V ) normalizes the Bravais group
B(V ) := ∩C∈C(V )P (C), cf. Theorem 6.3.3.

Theorem 6.3.3. If B(V ) = G then N is the largest subgroup of Sk which acts on C(V ).

Proof. Let π ∈ Sk such that π acts on C(V ). Then π ∈ N since

G = B(V ) = ∩C∈C(V )P (Cπ) = π−1(∩C∈C(V )P (C))π = π−1B(V )π = π−1Gπ.

�

Example 6.3.4. Self-dual binary codes of length 48 with an automorphism of or-
der 23. The extended quadratic residue code q48 ≤ F48

2 is, up to permutation equivalence,
the only self-dual [48, 24, 12]-code, i.e. the only extremal binary self-dual code of length
48, cf. for instance [36]. The code q48 has an automorphism σ ∈ S48 of order 23 which
acts on the coordinates of q48 with four orbits. Hence q48 is a submodule of

V = F2C23 ⊕ F2C23 ⊕ 1⊕ 1

over the semisimple algebra A = F2C23. The algebra A has three irreducible modules,
which are the trivial module 1, a module T of dimension 11 and its dual T ∗ � T with
an endomorphism ring of dimension dT = 11. Hence V has a decomposition V = 14 ⊥
(T ⊕ T ∗)2 and the total number of self-dual codes in V equals

MV = Υ−o (4, 2) Ξ(2, 211) = 3 · (211 + 3) = 6153.

Considering normalizer equivalence, i.e. the orbits of NS48(σ) on the set C(V ) of all
self-dual codes in V , there are only 14 equivalence classes of codes. Representatives
C1, . . . , C14 for these classes can easily be computed in MAGMA ([3]) using the mass
formula (>), which then is

6153

46552
= 4 · 1

92
+

1

2024
+ 2 · 1

23276
+

1

1012
+ 4 · 1

46
+ 2 · 1

11638
.
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The below-mentioned tabular lists the stabilizer orders N(Ci) of the codes C1, . . . , C14

and gives the number of words of weight 24 in each code, which is helpful to distinguish
codes which are not permutation equivalent.

i |N(Ci)| d(C) Number of words of weight 24
1 92 2 3754060
2 92 2 3765560
3 92 2 3749000
4 92 2 3759120
5 2024 2 2704156
6 23276 2 3829960
7 23276 2 3829960
8 1012 4 11092764
9 46 8 7691340
10 46 8 7691340
11 46 8 7701000
12 11638 8 7787940
13 11638 8 7787940
14 46 12 7681680

Explicit calculation in MAGMA shows that the codes C6 and C7 are permutation
equivalent, and the codes C12 and C13 are permutation equivalent but C9 and C10 are
not. Hence there are, up to permutation equivalence, 12 self-dual codes in V .
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Chapter 7

Examples

For a finite field F, in this chapter two different scalar products on FN are con-
sidered to define the dual of a linear code. The Euclidean scalar product is given
by

β1 : FN × FN → F, ((v1, . . . , vN), (w1, . . . , wN)) 7→
N∑
i=1

viwi,

and if F has r2 elements then the Hermitian scalar product is given by

βr : FN × FN → F, ((v1, . . . , vN), (w1, . . . , wN)) 7→
N∑
i=1

viw
r
i .

In what follows, fix an element ν ∈ {1, r}. A vector space automorphism ϕ ∈
Aut(FN) is called monomial if its matrix with respect to the standard basis E =
(e1, . . . , eN) of FN is monomial, i.e. each column and each row has exactly one
nonzero entry. A monomial automorphism is called transitive if its natural action
on the set {F∗ · ei | i ∈ {1, . . . , N}} is transitive, and ν-isometric if βν(ϕ(v), ϕ(w)) =
βν(v, w) for all v, w ∈ FN . The dual of a linear code C ≤ FN is

C⊥ = C⊥,ν = {v ∈ FN | βν(v, c) = 0 for all c ∈ C},

and C is called self-dual if C = C⊥. The groupMν(FN) formed by the isometric
monomial automorphisms of FN acts naturally on the set

Cν = {C ≤ FN | C = C⊥,ν}

of all self-dual codes in FN , preserving for instance the minimum weight and
other properties of the code which are of interest in coding theory. The stabilizer
of a code C under this action is called the monomial automorphism group MAut(C).

In this chapter we choose some finite group G and ask for all transitive rep-
resentations ∆ : G →Mν(FN) such that ∆(G) is contained in the automorphism
group of a self-dual code. Note that every such representation is induced from
some linear character µ of some subgroup H of G, with µ(h)µ(h)ν = 1 for all
h ∈ H (cf. Remark 7.1.1). The theory developed in the previous chapters is then

119
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applied to investigate the existence of a self-dual ∆(G)-invariant code in FN . It
follows for instance from Chapter 3 that, if F has odd characteristic, every au-
tomorphism of a self-dual code has determinant 1, i.e. if there exists a self-dual
∆(G)-invariant code then ∆(G) must necessarily be contained in the special or-
thogonal group

SL(FN) = {X ∈ GL(FN) | det(X) = 1},
Moreover, since ∆(G) acts on FN as isometries, the pair (FN , βν) is an equivariant
module over the group algebra FG in the sense of Section 4.1, where the involu-
tion on FG is given by

Jν : FG→ FG,
∑
g∈G

agg 7→
∑
g∈G

aνgg
−1.

Hence if F has even characteristic or if ν = r then the theory developed in Section
4.1 enables us to decide from a composition series of the G-module FN whether
there exists a self-dual ∆(G)-invariant code in FN . If there exists such a code then
the methods developed in Chapter 2.2 can be applied to determine Cν completely,
or up to an appropriate notion of equivalence. This is performed for self-dual
binary A5-invariant codes.

7.1 A5-invariant self-dual codes

This section gives a classification of all transitive isometric monomial representa-
tions ∆ of any degree N of the alternating group A5 such that ∆(A5) is contained
in the automorphism group of a self-dual code in FN , where F is a finite field of
characteristic 2,3 or 5. A self-orthogonal code whose automorphism group con-
tains ∆(A5) is rightly called A5-invariant, since ∆(A5) ∼= A5 whenever ∆ is non-
trivial, due to the simplicity of A5. Moreover, if C is a maximally self-orthogonal
A5-invariant code in FN then the quotient C⊥/C is semisimple and does not de-
pend on the choice of C. These quotients are given for every monomial rep-
resentation of A5. In terms of Witt groups, these quotients are the anisotropic
representatives of the ∆(A5)-module FN in the Witt group W(FA5, Jν , 1), which
is therefore discussed in Section 7.1.1.

7.1.1 The Witt group of FA5

Let ν ∈ {1, r} and let ∆ : A5 → FN be a transitive ν-isometric monomial represen-
tation. Let the involution Jν be as above and consider FN as an FA5-module via
v · a = v∆(a), for v ∈ FN and a ∈ A. Then

βν(v · a, w) = βν(v, w · aJν ), βν(v, w) = βν(w, v)Jν

for all v, w ∈ FN and all a ∈ FA5, and hence the pair (FN , βν) is 1-equivariant in
the sense of Definition 4.1.1. In this section we determine the structure of the Witt
groupW(FA5, Jν , 1) and establish a uniform notation to describe the Witt Type of
(FN , βν) in the subsequent section.
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W(FA5, J, 1) in characteristic 2

Over a field F = F2f , for an odd integer f , the groupA5 has three simple modules,
namely the trivial module and two 4-dimensional modules S and T . The A5-
module structure on S is given by the homomorphism

A5 → End(S), (1, 2, 3) 7→


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

 , (3, 4, 5) 7→


1 0 0 0
0 1 0 0
1 1 1 1
0 0 1 0

 ,

and the A5-module structure on T is given by

A5 → End(T ), (1, 2, 3) 7→


1 1 1 1
1 0 1 0
0 0 0 1
0 0 1 1

 , (3, 4, 5) 7→


0 1 0 0
1 1 0 0
1 0 1 1
0 1 1 0

 .

All three of these modules carry a non-degenerate G-invariant form with re-
spect to the F-linear involution J of FG given by g 7→ g−1, for g ∈ G. For the
non-trivial modules S and T , this is seen as follows. Let

χS : FG→ F, a 7→ TraceS(a),

where Trace denotes the usual trace of a matrix, and define χT analogously. The
dual module S∗ of S is again a simple A5-module of dimension 4, hence either
isomorphic to S or to T , and χS(g) = χS∗(g

−1) for all g ∈ G. Since χS((1, 2, 3)) = 1
and χT ((1, 2, 3)−1) = 0, it follows that S is self-dual and, analogously, that T
is self-dual. Hence both S and T carry a non-degenerate G-invariant form, by
Remark 4.1.22.

The module S is absolutely irreducible, while over a field F2f with even f , the
module T = T1 ⊕ T2 splits into a direct sum of two modules of dimension 2. The
A5-module structure on T1 is given by

(1, 2, 3) 7→
(
ζ 0
0 ζ2

)
, (3, 4, 5) 7→

(
1 ζ
ζ2 0

)
,

where ζ is a primitive third root of unity in F. The module T2 is the algebraic con-
jugate of T1 under the Galois automorphism F → F, x 7→ x2, i.e. the A5-module
structure on T2 is obtained by replacing ζ with ζ2 above. Let g := (1, 2, 3)(3, 4, 5),
then

χT1(g) = Trace(

(
ζ ζ2

ζ 0

)
) = ζ, χT1(g−1) = Trace(

(
0 ζ2

ζ ζ

)
) = ζ

and hence χT2(g) = χT2(g−1) = ζ2. Hence the same argument as above shows that
both T1 and T2 are self-dual and hence, with respect to J , carry non-degenerateG-
invariant forms. Now it follows from Corollary 4.1.16 that up to isometry, every
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simple F2fA5-module carries exactly one non-degenerate G-invariant form with
respect to J , whatever the parity of f . Hence if f is odd then

W(F2fA5, J, 1) ∼= 〈[(F, βF)]〉 × 〈[(S, βS)]〉 × 〈[(T, βT )]〉 ∼= ×3
i=1C2,

and if f is even then

W(F2fA5, J, 1) ∼= 〈[(1, β1)]〉 × 〈[(S, βS)]〉 × 〈[(T1, βT1)]〉 × 〈[(T2, βT2)]〉 ∼= ×4
i=1C2.

Now consider the Hermitian case, i.e. assume that f = 2r is even and the
involution is given by

Jr : F2fA5 → F2fA5,
∑
g∈G

agg 7→ a2r

g g
−1.

The same argument as above shows that with respect to Jr, the simple module S
carries exactly one non-degenerate G-invariant form, up to isometry, and that T1

and T2 carry a non-degenerate G-invariant form if and only if

ζ = χT1(g) = χT1(g−1)Jr = ζ2r ,

i.e. if and only if f is a multiple of 4. In this case the Witt group

W(F2fA5, Jr, 1) ∼= 〈[(1, β1)]〉 × 〈[(S, βS)]〉 ×2
i=1 〈[(Ti, βTi)] ∼= ×4

i=1C2,

and if f is even but no multiple of 4 then the Witt group

W(F2fA5, Jr, 1) ∼= 〈[(1, β1)]〉 × 〈[(S, βS)]〉 ∼= ×2
i=1C2.

W(FA5, J, 1) in characteristic 3

Over a finite field F = F3f , for an odd integer f , the group algebra FA5 has three
simple modules, namely the trivial module, a module U of dimension 4 and a
module V of dimension 6. Since all simple modules have different dimension
and since the dual of a simple module is again a simple module of the same
dimension, all simple modules are self-dual, with respect to either of the two
involutions J, Jr. The module U is absolutely irreducible, and the FA5-module
structure on U is given by the homomorphism

ϕ : A5 → End(U), (1, 2, 3) 7→


0 −1 0 0
1 −1 0 0
0 −1 1 0
0 −1 0 1

 , (3, 4, 5) 7→


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

 .

To see that with respect to either of the involutions J, Jr, the module U carries a
non-degenerate equivariant form, one calculates that

∑
ϕ(g)(ϕ(g)tr)ν =


−1 1 1 1

1 −1 1 1
1 1 −1 1
1 1 1 −1

 ,



7.1. A5-INVARIANT SELF-DUAL CODES 123

where the power ν ∈ {1, r} is taken componentwise and the sum is over the
pairwise different matrices ϕ(g)ϕ(g)tr. By definition the non-degenerate form on
U given by this matrix is equivariant.

Over a field F3f with even f , the module V splits into two modules V1, V2 of
dimension 3. The FA5-module structure on V1 is given by the homomorphism

A5 → End(V1), (1, 2, 3) 7→

 1 1 0
0 1 1
0 0 1

 , (3, 4, 5) 7→

 1 ζ3 2
1 ζ6 ζ6

1 ζ5 ζ

 ,

where ζ is a root of unity of order 8. The module V2 is the algebraic conjugate of
V1 by the Galois automorphism f 7→ f 3, i.e. the FA5-module structure on V2 is
obtained by replacing ζ with ζ3 above. Let g := (1, 2, 3)(4, 5, 6), then χV1(g) = ζ3 =
χV1(g−1), and hence χV2(g) = ζ = χV2(g−1). Hence with respect to the involution
J , both V1 and V2 are self-dual. Since these modules have odd dimension, one
concludes with Remark 4.1.22 that with respect to J , both V1 and V2 carry a non-
degenerate 1-equivariant form. This implies that with respect to J , the module V
carries a non-degenerate 1-equivariant form, too, as follows. Since V is self-dual,
it carries a symplectic or a symmetric non-degenerate G-invariant form. Assume
that this form is symplectic. This gives rise to a symplectic G-invariant bilinear
form ψ on V ⊗F L ∼= V1 ⊕ V2, where L is a field extension of degree 2 over F. The
epimorphism

αψ : V1 ⊕ V2 → HomL(V1, L), v 7→ (v1 7→ ψ(v, v1))

has kernel V2 since V1 is self-dual. Hence ψ restricts to a non-degenerate G-
invariant symplectic bilinear form V1 × V1 →L, (v1, v

′
1) 7→ ψ(v1, v

′
1). But this is

a contradiction since V1 has odd dimension and hence there exists no such form.
Hence V must carry a non-degenerate G-invariant symmetric bilinear form.

Now assume that f = 2r is even, and consider the involution Jr on F3fA5. The
module V2 is self-dual with respect to Jr if and only if ζJr = ζ . Since ζJr = ζ3r , this
holds if and only if r is even, i.e. if and only if f is a multiple of 4. Hence, again
since V1, V2 have odd dimension, with respect to Jr, these modules carry a non-
degenerate 1-equivariant form if and only if f is a multiple of 4. In conclusion, if
f is odd then the Witt group

W(F3fA5, J, 1) ∼= 〈[(1, β1)]〉 × 〈[(U, βU)]〉 ×σ∈{1,ε} 〈[(V, σβV )]〉
∼= C4 × C4 ×σ∈{1,ε} (C2 × C2),

where the element ε ∈ F∗ − (F∗)2. For even f , the Witt group

W(F3fA5, J, 1) ∼= ×σ∈{1,ε}
(
〈[(1, σβ1)]〉 × 〈[(U, σβU)]〉 × ×2

i=1〈[(Vi, σβVi)]〉
)

∼= ×σ∈{1,ε} (C2 × C2 × C2 × C2).

In the Hermitian case, the Witt group

W(F3fA5, Jr, 1) ∼= 〈[(1, β1)]〉 × 〈[(U, βU)]〉 × ×2
i=1〈[(Vi, βVi)]〉 ∼= ×3

i=1C2

if f is a multiple of 4, and otherwise

W(F3fA5, Jr, 1) ∼= 〈[(1, β1)]〉 × 〈[(U, βU)]〉 ∼= C2 × C2.
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W(FA5, J, 1) in characteristic 5

Over a finite field F = F5f , the group algebra FA5 has three simple modules,
namely the trivial module, a module X of dimension 3 and a module Y of di-
mension 5. As in the case of characteristic 3, one concludes that all these mod-
ules are self-dual. Hence with respect to either of the involutions J, Jr of FA5,
these modules carry a non-degenerate 1-equivariant form or a non-degenerate
-1-equivariant form, by Remark 4.1.22. But the latter does not hold since the
simple modules all have odd dimension. Hence all the simple modules carry a
non-degenerate 1-equivariant form. Now it follows from Corollary 4.1.20 that in
the Euclidean case,

W(F5fA5, J, 1) ∼= ×σ∈{1,ε} (〈[(1, σβ1)]〉 × 〈[(X, σβX)]〉 × 〈[(Y, σβY )]〉)
∼= ×σ∈{1,ε} (C2 × C2 × C2),

and in the Hermitian case

W(F5fA5, J, 1) ∼= 〈[(1, β1)]〉 × 〈[(X, βX)]〉 × 〈[(Y, βY )]〉 ∼= C2 × C2 × C2.

W(FA5, J, 1) in coprime characteristic

Let F be a finite field whose characteristic does not divide the order of A5, i.e.
char(F) /∈ {2, 3, 5}. The ordinary character table of A5 is

Size 1 15 20 12 12
Order 1 2 3 5 5
χ1 1 1 1 1 1
χ2 3 −1 0 b5 b◦5
χ3 3 −1 0 b◦5 b5

χ4 4 0 1 −1 −1
χ5 5 1 −1 0 0

where b5 = 1+
√

5
2

and b◦5 = 1−
√

5
2

. Let Zi be the simple CA5-module belonging
to the character χi. It is well-known that Z1, Z4 and Z5 are realizable over the
rationals and hence over every finite field. The modules Z2, Z3 are realizable over
every finite field which has a root of x2 − 5. If F has no root of x2 − 5 then there is
another irreducible FA5-module Z6 of dimension 6, which splits into a direct sum
Z6⊗L ∼= (Z2⊗L)×(Z3⊗L) over a field extensionL of degree 2 over F. ClearlyZi is
irreducible over Fwhenever it is realizable over F, since none of the characters χi
is the sum of other characters. Since Z1, Z4 and Z5 are the only simple modules of
dimension 1, 4 and 5, respectively, these modules are self-dual. This implies that
with respect to either of the involutions J, Jr, the FA5-modules Z1 and Z5 carry a
non-degenerate 1-equivariant form (cf. Remark 4.1.22). The same calculations as
in the case of characteristic 3 show that Z4 carries a non-degenerate 1-equivariant
form, too, with respect to either of the involutions. Since every element of A5 is
conjugate to its inverse, with respect to the involution J , the modules Z2 and Z3

are self-dual, and with respect to the involution Jr these modules are self-dual if
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and only if bJr5 = b5. If Z2, Z3 are self-dual then they carry an 1-equivariant form,
since they have odd dimension, again by Remark 4.1.22. Now it follows with the
same argument as in characteristic 3 that with respect to J , the module Z6 carries
a non-degenerate 1-equivariant form, too. In conclusion, if x2 − 5 has a root in
F = Fpf and pf ≡4 1 then

W(FpfA5, J, 1) ∼= ×σ∈{1,ε} ×5
i=1 〈[(Zi, σβZi)]〉 ∼= ×σ∈{1,ε} ×5

i=1 C2,

where ε ∈ F∗
pf
− (F∗

pf
)2. If x2 − 5 has a root in Fpf and pf ≡4 −1 then

W(FpfA5, J, 1) ∼= ×5
i=1〈[(Zi, βZi)]〉 ∼= ×5

i=1C4.

If x2 − 5 has no root in Fpf and pf ≡4 1 then

W(FpfA5, J, 1) ∼= ×σ∈{1,ε} ×i∈{1,4,5,6} 〈[(Zi, σβZi)]〉
∼= ×σ∈{1,ε} ×i∈{1,4,5,6} C2,

and if x2 − 5 has no root in Fpf and pf ≡4 −1 then

W(FpfA5, J, 1) ∼= ×i∈{1,4,5} 〈[(Zi, βZi)]〉 ×σ∈{1,ε} 〈[(Z6, σβZ6)]〉
∼= ×i∈{1,4,5} C4 ×σ∈{1,ε} C2

In the Hermitian case, the Witt group

W(FpfA5, Jr, 1) ∼= ×i∈I 〈[(Zi, βZi)]〉 ∼= ×i∈IC2,

where I = {1, 2, 3, 4, 5} if bJr5 = b5, and I = {1, 4, 5} otherwise.

7.1.2 Classification of all transitive monomial representations of
A5

The following Remark gives an outline of the characterization of all transitive
monomial representations of A5.

Remark 7.1.1. Let G be a finite group and let ∆ : G → Aut(FN) be a transitive mono-
mial representation. Let V = FN be the corresponding FG-module. Then there exist a
subgroup H of G and a linear character µ : H → F∗ such that V is isomorphic to the
FG-module WG

µ induced from the FH-module Wµ = F, where h ·w = µ(h)w, for h ∈ H
and w ∈ Wµ. Moreover, ∆(G) is isometric with respect to the form βν if and only if
µ(h)µ(h)ν = 1 for all h ∈ H .

Proof. Let E = (e1, . . . , eN) be the standard basis of FN and let H :=
Stab∆(G)(F∗e1). Define a linear character µ : H → F∗ by e1h = e1µ(h). In what
follows, bases of V and WG

µ are constructed such that there exists a G-module
isomorphism which maps basis vectors to basis vectors. To this aim choose ele-
ments g1, . . . , gN ∈ G with e1gi = ei. Then G =

.
∪ Hgi is a disjoint union of right

cosets. For every element x ∈ G and every i there exists a uniquely determined
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element hx,i ∈ H and an integer πx(i) ∈ {1, . . . , N} such that gix = hx,igπx(i).
Choose an element w ∈ WG

µ such that wH ⊆ F∗w, and with respect to the basis
B = (bg1, . . . , bgN) of WG

µ , G acts as monomial permutations, via

bgi · x = bgπx(i)µ(hi,x).

Then the linear map V → WG
µ , e1gi 7→ bgi is an isomorphism of G-modules. If

∆(G) is isometric then

1 = β(e1, e1) = β(e1h, e1h) = β(e1µ(h), e1µ(h)) = µ(h)µ(h)ν

for all h ∈ H . Conversely, if always µ(h)µ(h)ν = 1 then

β(eix, eix) = β(e1gix, e1gix) = β(e1gπx(i)µ(hi,x), e1gπx(i)µ(hi,x))

= µ(hi,x)µ(hi,x)
νβ(e1gπx(i), e1gπx(i)) = β(eπx(i), eπx(i)) = β(ei, ei)

for all i ∈ {1, . . . , N} and all x ∈ G, and hence ∆(G) is isometric. �

Table 7.1 gives all linear characters of subgroups H of A5 and the composition
factors of the induced modules. By the above Remark this is a classification of
all transitive isometric monomial representations ∆ of A5. It follows immediately
from Corollary 4.1.20 that in characteristic 2 as well as in Hermitian geometry, the
group ∆(A5) is contained in the automorphism group of a self-dual linear code in
FN if and only if all self-dual composition factors occur with even multiplicity in
the ∆(A5)-module V = FN . In Euclidean geometry, if F has odd characteristic, it is
in general not possible to decide only from the composition factors of V whether
there exists a self-dual code C in V with ∆(A5) ⊆ Aut(C). In this case we use
the following algorithm to compute a maximally self-orthogonal ∆(A5)-invariant
code, with A = FA5.

Remark 7.1.2. (cf. Lemma 4.1.8, Theorem 4.1.9) For a finite F-algebra A with involu-
tion J , the following algorithm computes a maximally self-orthogonal submodule of an
equivariant A-module (V, β).

1. Compute the set S of all minimal submodules of V .

2. If there exists some element S ∈ S with S ⊆ S⊥,β then go to (1) with (S⊥/S, βS),
where

βS : S⊥/S × S⊥/S → F, (s′ + S, s′′ + S) 7→ β(s′, s′′).

Otherwise return V .

Note that the quotient (C⊥/C, βC) is anisotropic and hence semisimple, and
independent from the choice of C, up to isometry. Clearly V contains a self-dual
code if and only if this quotient is zero. Tables 7.2, 7.3, 7.4, 7.5, 7.6 lists the quo-
tients C⊥/C for the transitive monomial FA5-modules, using the notation from
Section 7.1.1. This yields the following enumeration of all transitive monomial
representations ∆ of A5 such that ∆(A5) is contained in the automorphism group
of a self-dual code.
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Theorem 7.1.3. Let ∆ : A5 → FN
pf

be a transitive isometric monomial representation.
Let H := Stab∆(G)(F∗pf e1), and define a linear character µ : H → F∗, h 7→ µ(h), where
e1h = e1µ(h). There exists a self-dual code C in FN with ∆(A5) ⊆ Aut(C) if and only
if one of the following holds.

1. H = {1} and p = 2,

2. H ∼= C2, µ is the trivial character and p = 2,

3. H ∼= C2, µ is the sign character, and p = 3 and f is even, or p = 5,

4. H ∼= C3, µ is trivial and p = 2 in Euclidean geometry, or p = 5 in Hermitian
geometry,

5. H ∼= C5, µ is trivial and p = 2,

6. H ∼= S3, µ is trivial and p = 3 in Hermitian geometry,

7. H ∼= D10, µ is trivial and p = 2 and f ≡4 2 in Hermitian geometry,

8. H ∼= D10, µ is the sign character and p = 5, or the geometry is Hermitian and
p = 3 and f ≡4 2.
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Table 7.2: Witt Type of transitive monomial A5-modules, Euclidean geometry,
characteristic 2

Subgroup Linear character
Witt Type of induced module,

Euclidean geometry
F2f , f even F2f , f odd

1 (1) 0 0
C2 (1, 1) 0 0

(1,−1) – –
C3 (1, 1, 1) 0 0

(1, ζ3, ζ
2
3 )

[⊥M∈{T1,T2,S} (M,βM )], f ≡4 0
[S, βS ], f ≡4 2

–

(1, ζ2
3 , ζ3)

[⊥M∈{T1,T2,S} (M,βM )], f ≡4 0
[S, βS ], f ≡4 2

–

C5 (1, 1, 1, 1, 1) 0 0
(1, ζ5, ζ

2
5 , ζ

3
5 , ζ

4
5 ) [⊥M∈{T2,S} (M,βM )] –

(1, ζ2
5 , ζ

4
5 , ζ5, ζ

3
5 ) [⊥M∈{T1,S} (M,βM )] –

(1, ζ3
5 , ζ5, ζ

4
5 , ζ

2
5 ) [⊥M∈{T1,S} (M,βM )] –

(1, ζ4
5 , ζ

3
5 , ζ

2
5 , ζ5) [⊥M∈{T2,S} (M,βM )] –

C2 × C2 (1, 1, 1, 1) [⊥M∈{1,S} (M,βM )] [⊥M∈{1,S} (M,βM )]
(1,−1, 1,−1) – –
(1, 1,−1,−1) – –
(1,−1,−1, 1) – –

S3 (1, 1, 1) [⊥M∈{T1,T2,S} (M,βM )] [⊥M∈{T,S} (M,βM )]
(1,−1, 1) – –

D10 (1, 1, 1, 1) [⊥i∈{1,2} (Ti, βTi)] [(T, βT )]
(1,−1, 1, 1) – –

A4 (1, 1, 1, 1) [⊥M∈{1,S} (M,βM )] [⊥M∈{1,S} (M,βM )]
(1, 1, ζ3, ζ

2
3 ) [⊥M∈{1,T1,T2} (M,βM )] –

(1, 1, ζ2
3 , ζ3) [⊥M∈{1,T1,T2} (M,βM )] –
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Table 7.4: Witt Type of transitive monomial A5-modules, Euclidean geometry,
characteristic 5

Subgroup Linear character Witt Type of induced module,
Euclidean geometry over F5f

1 (1) [⊥M∈{1,Y } (M,βM)]
C2 (1, 1) [⊥M∈{1,Y } (M,βM)]

(1,−1) 0

C3 (1, 1, 1)
[⊥M∈{1,Y } (M,βM) ⊥σ∈{1,ε} (X, σβX)], f ≡2 1

[⊥M∈{1,Y } (M,βM)], f ≡2 0
(1, ζ3, ζ

2
3 ) [⊥M∈{1,X} (M,βM)]

(1, ζ2
3 , ζ3) [⊥M∈{1,X} (M,βM)]

C5 (1, 1, 1, 1, 1) [⊥M∈{1,Y } (M,βM)]
(1, ζ5, ζ

2
5 , ζ

3
5 , ζ

4
5 ) –

(1, ζ2
5 , ζ

4
5 , ζ5, ζ

3
5 ) –

(1, ζ3
5 , ζ5, ζ

4
5 , ζ

2
5 ) –

(1, ζ4
5 , ζ

3
5 , ζ

2
5 , ζ5) –

C2 × C2 (1, 1, 1, 1)
[(X, βX) ⊥σ∈{1,ε} (Y, σβY ), f ≡2 1

[(X, βX)], f ≡2 0
(1,−1, 1,−1) [⊥M∈{1,X,Y } (M,βM)]
(1, 1,−1,−1) [⊥M∈{1,X,Y } (M,βM)]
(1,−1,−1, 1) [⊥M∈{1,X,Y } (M,βM)]

S3 (1, 1, 1) [⊥M∈{X,Y } (M,βM)]
(1,−1, 1) [⊥M∈{1,X} (M,βM)]

D10 (1, 1, 1, 1) [⊥M∈1,Y } (M,βM)]
(1,−1, 1, 1) 0

A4 (1, 1, 1, 1) [(X, βX)]
(1, 1, ζ3, ζ

2
3 ) [(Y, βY )]

(1, 1, ζ2
3 , ζ3) [(Y, βY )]
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Table 7.5: Witt Type of transitive monomial A5-modules, Hermitian geometry,
characteristic 2

Subgroup Linear character
Witt Type of induced module,

Hermitian geometry over F2f , f even
1 (1) 0
C2 (1, 1) 0

(1,−1) –
C3 (1, 1, 1) 0

(1, ζ3, ζ
2
3 ) [(S, βS)]

(1, ζ2
3 , ζ3) [(S, βS)]

C5 (1, 1, 1, 1, 1) 0
(1, ζ5, ζ

2
5 , ζ

3
5 , ζ

4
5 ) [⊥M∈{T2,S} (M,βM )]

(1, ζ2
5 , ζ

4
5 , ζ5, ζ

3
5 ) [⊥M∈{T1,S} (M,βM )]

(1, ζ3
5 , ζ5, ζ

4
5 , ζ

2
5 ) [⊥M∈{T1,S} (M,βM )]

(1, ζ4
5 , ζ

3
5 , ζ

2
5 , ζ5) [⊥M∈{T2,S} (M,βM )]

C2 × C2 (1, 1, 1, 1) [⊥M∈{1,S} (M,βM )]
(1,−1, 1,−1) –
(1, 1,−1,−1) –
(1,−1,−1, 1) –

S3 (1, 1, 1)
[⊥M∈{T1,T2,S} (M,βM )], f ≡4 0

[(S, βS)], f ≡4 2
(1,−1, 1) –

D10 (1, 1, 1, 1)
[⊥M∈{T1,T2} (M,βM )], f ≡4 0

0, f ≡4 2
(1,−1, 1, 1) –

A4 (1, 1, 1, 1) [⊥M∈{1,S} (M,βM )]

(1, 1, ζ3, ζ
2
3 )

[(1, β1)], f ≡4 2
[⊥M∈{1,T1,T2} (M,βM )], f ≡4 0

(1, 1, ζ2
3 , ζ3)

[(1, β1)], f ≡4 2
[⊥M∈{1,T1,T2} (M,βM )], f ≡4 0
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Table 7.6: Witt Type of transitive monomial A5-modules, Hermitian geometry,
characteristic 3 and 5

Subgroup Linear character
Witt Type of induced module,

Hermitian geometry
F32 F52

1 (1)
[⊥M∈{V1,V2,U} (M,βM )], f ≡4 0

[(U, βU )], f ≡4 2
[⊥M∈{1,Y } (M,βM )]

C2 (1, 1)
[⊥M∈{V1,V2,U} (M,βM )], f ≡4 0

[(U, βU )], f ≡4 2
[⊥M∈{1,Y } (M,βM )]

(1,−1) 0 0

C3 (1, 1, 1)
[⊥M∈{V1,V2,U} (M,βM )], f ≡4 0

[(U, βU )], f ≡4 2
[⊥M∈{1,Y } (M,βM )]

(1, ζ3, ζ
2
3 ) – [⊥M∈{1,X} (M,βM )]

(1, ζ2
3 , ζ3) – [⊥M∈{1,X} (M,βM )]

C5 (1, 1, 1, 1, 1)
[⊥M∈{V1,V2,U} (M,βM )], f ≡4 0

[(U, βU )], f ≡4 2
[(1, β1) ⊥ (Y, βY )]

(1, ζ5, ζ
2
5 , ζ

3
5 , ζ

4
5 ) [⊥M∈{1,V2} (M,βM )] –

(1, ζ2
5 , ζ

4
5 , ζ5, ζ

3
5 ) [⊥M∈{1,V1} (M,βM )] –

(1, ζ3
5 , ζ5, ζ

4
5 , ζ

2
5 ) [⊥M∈{1,V1} (M,βM )] –

(1, ζ4
5 , ζ

3
5 , ζ

2
5 , ζ5) [⊥M∈{1,V2} (M,βM )] –

C2 × C2 (1, 1, 1, 1) [⊥M∈{1,U} (M,βM )] [(X,βX)]

(1,−1, 1,−1)
[⊥M∈{1,V1,V2} (M,βM )], f ≡4 0

[(1, β1)], f ≡4 2
[⊥M∈{1,X,Y } (M,βM )]

(1, 1,−1,−1)
[⊥M∈{1,V1,V2} (M,βM )], f ≡4 0

[(1, β1)], f ≡4 2
[⊥M∈{1,X,Y } (M,βM )]

(1,−1,−1, 1)
[⊥M∈{1,V1,V2} (M,βM )], f ≡4 0

[(1, β1)], f ≡4 2
[⊥M∈{1,X,Y } (M,βM )]

S3 (1, 1, 1) 0 [⊥M∈{X,Y } (M,βM )]

(1,−1, 1)
[⊥M∈{V1,V2,U} (M,βM )], f ≡4 0

[(U, βU )], f ≡4 2
[⊥M∈{1,X} (M,βM )]

D10 (1, 1, 1, 1) [(U, βU )] [⊥M∈{1,Y } (M,βM )]

(1,−1, 1, 1)
0, f ≡4 2

[⊥M∈{V1,V2} (M,βM )], f ≡4 0
0

A4 (1, 1, 1, 1) [⊥M∈{1,U} (M,βM )] [(X,βX)]
(1, 1, ζ3, ζ

2
3 ) – [(Y, βY )]

(1, 1, ζ2
3 , ζ3) – [(Y, βY )]

7.2 G-invariant binary codes for some simple groups
G

For a simple group G ∈ {A5,GL3(F2),PGL3(F3),PGL2(F8),PSL2(F11),M11,M12},
this section classifies all maximally isotropic ∆(G)-invariant binary codes of
length N ≤ 200, where ∆ : G → SN is a group homomorphism whose image
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∆(G) is transitive. Note that then ∆ is injective, for every simple group G and ev-
eryN > 1, due to the simplicity ofG. Hence the ∆(G)-invariant codes considered
in this section will sometimes shortly be called G-invariant codes.

Section 7.2.1 cites a construction in [5] of a self-orthogonal G-invariant code
D(∆, G) such that C ⊂ D(∆, G)⊥ whenever C is a self-orthogonal G-invariant
code. In some cases dimF2(D(∆, G)⊥/C), which does not depend on the chosen
maximally self-orthogonal code C, turns out to be quite small, and hence there
exist few maximally self-orthogonal G-invariant binary codes.

Section 7.2.2 describes how information on D(∆, G)⊥ can be read off a priori
from the table of marks of G. In Section 7.2.3, the number of ∆(G)-invariant codes
is given, along with some further information, for instance on the code D(G,∆)
and the normalizer N = NSN (∆(G)), which acts on the set of all ∆(G)-invariant
maximally self-orthogonal codes.

7.2.1 A G-invariant code generated by involutions

Let G be a transitive permutation group of degree N . An interesting construction
of a G-invariant self-orthogonal code in FN2 is given in [5], as follows (see also
Section 2.2.5). For an involution ι ∈ G let vι ∈ FN2 be the vector with vιi = 1 if
ι(i) = 1, and vιi = 0 otherwise. Then (v, ι(v)) = (v, vι) for all v ∈ FN

2 . This yields
the following easy but important remark.

Remark 7.2.1. Let C(G,N) := 〈vι | ι ∈ G is an involution〉. Then C(G,N) ⊆ C⊥

for every self-orthogonal G-invariant code in FN2 . In particular C(G,N) is contained
in every self-dual G-invariant code in FN2 , provided that such a code exists. The code
C(G,N) is G-invariant, since vιg = vgιg

−1 ∈ C(G,N) for every involution ι and all
g ∈ G.

Example 7.2.2. Let ∆ : GL3(F2) → S14 be the transitive permutation representation
with H := Stab∆(G)({1}) ∼= C7 ∈ Syl7(∆(GL3(F2))). Let G := Im(∆) ∼= GL3(F2).
Since [NG(H) : H] = 2, there exists a self-dual G-invariant code D ≤ F14

2 , namely
some repetition code of minimum weight 2 (cf. Theorem 4.1.30). Hence every self-dual
G-invariant code contains C := C(G, 14). In particular C is self-orthogonal.

To construct C, note that all involutions are conjugate in G and hence as a G-module,
C is generated by vι, where ι ∈ G is an arbitrary involution. Every involution in G has
two fixed points, hence wt(vι) = 2. Assume that vι1 = 1, and for every i ∈ {1, . . . , 14}
choose an element gi ∈ G with gi(1) = i. The elements vιgi = vgiιg

−1
i ∈ C all have

weight 2 and hence two different elements vιgi, vιgj have disjoint support. Since always
(vιgi)i = 1, this implies

{vιgi | i ∈ {1, . . . , 14}} = C = D.

Hence by Remark 7.2.1, the code C = D is the only self-dual G-invariant code in F14
2 .

Examples like the following are also in [5].
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Example 7.2.3. Let ∆ be the permutation representation of degree 104 of the simple
group PGL3(F3) ∼= GL3(F3)/Z(GL3(F3)), with H := Stab∆(PGL3(F3))

∼= SoC2, where
S ∈ Syl3(PGL3(F3)). Let G := ∆(PGL3(F3)), then G is contained in the alternating
group A104. Again, since [NG(H) : H] = 2, there exists some G-invariant self-dual
repetition codeD ≤ F104

2 , of minimum weight 2. Every involution inG has 8 fixed points
and hence C := C(G, 104) is a self-orthogonal doubly-even code. Explicit calculations
show that C is the doubly-even subcode of D, hence has codimension 1 in D. The two
neighbors E,F of D which intersect D in its doubly-even subcode are doubly-even, since
104 is a multiple of 8. Since G ≤ A104, the codes E and F are G-invariant, by Theorem
3.2.7. According to Remark 7.2.1, C,D and E are the only self-dual G-invariant codes
in F104

2 .

7.2.2 Information from tables of marks

The table of marks of a finite group G contains information on the transitive per-
mutation representations ∆ of G. This section shows how this information can be
used to determine a priori some properties of self-dual ∆(G)-invariant codes.

Remark 7.2.4. For a subgroup H of G, let ∆H : G → S[G:H], g 7→ (Hx 7→ Hxg) be
the natural permutation representation. Every transitive permutation representation is
of the form ∆H for some subgroup H (cf. Remark 7.1.1).

By CH(G) denote the set of all self-dual ∆H(G)-invariant codes in F[G:H]
2 . For every

automorphism α ofG, there exists a bijection CH(G)→ Cα(H)(G) which maps every code
to a permutation equivalent code.

Definition 7.2.5. For two subgroups H,U of G let mH,U be the number of fixed points
of ∆H(U). This number is called the mark of U with respect to H . Clearly if T =
{t1, . . . , tN} is a set of left coset representatives of H in G then

mH,U = |{i ∈ {1, . . . , N} | U ⊆ tiHt
−1
i }| =

|{g ∈ G | U ⊆ gHg−1}|
|H|

.

In particular mH,U = 0 whenever |H| < |U |, and mH,H = [NG(H) : H]. Let H1, . . . , Ht

be representatives for the conjugacy classes of subgroups of G, such that |H1| ≤ . . . ≤
|Ht|. Then the lower diagonal matrix M with Mij = mHi,Hj is called the table of marks
of G.

Remark 7.2.6. Let ι ∈ G be an involution and let H be a subgroup of G, of index N .
The number of fixed points of ∆H(ι) equals the mark mH,〈ι〉. Hence the mimimum weight
of the binary code C(∆H(G), N) generated by the involutions of G (cf. Remark 7.2.1) is
at most mH,〈ι〉. In particular every ∆H(G)-invariant self-dual code in FN2 has minimum
weight at most mH,〈ι〉. A ∆H(G)-invariant self-dual code in FN2 exists for instance if
mH,H is even (cf. Theorem 4.1.30). Note that mH,〈ι〉, as every mark mH,U , is always a
multiple of mH,H = [NG(H) : H].
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7.2.3 The G-invariant codes

Let G ∈ {A5,GL3(F2),PGL3(F3),PGL2(F8),PSL2(F11),M11,M12} and let ∆ be a
transitive permutation representation of G of degree N ≤ 200. Tables 7.7 to 7.13
list the number of maximally self-orthogonal G-invariant codes in FN2 , along with
some further information described below.

The set C of all maximally self-orthogonal G-invariant codes has been deter-
mined as follows. The algorithm in Remark 7.1.2 has been implemented to find
one such code. A system of representatives for the normalizer equivalence classes
of codes has then be computed using the neighbor search algorithm in Remark
2.3.10. Recall that two codes C,D are called normalizer equivalent if there exists
some element η ∈ N = NSN (∆(G)) with Cη = D (cf. Remark 2.3.11). The total
number of G-invariant codes is then

|C| =
∑

[C]∈C/∼N

|[C]|
|N ∩ Aut(C)|

,

where [C] denotes the equivalence class of an elementC ∈ C. The entries in Tables
7.7 to 7.13 are as follows.

1. Stab∆(G)(1): The subgroup H of G such that the action of G on the H-cosets
induces the permutation representation ∆. If required, additional informa-
tion is given to distinguish H from other subgroups, up to automorphisms
of G (cf. Remark 7.2.4).

2. N: The isomorphism type of N, which is NG(H)/H o AutH(G) (cf. Section
2.3.1).

3. D(G,∆): The length, dimension and minimum weight of the code
C(∆(G), [G : H]) ∩ C(∆(G), [G : H])⊥, which is self-orthogonal and con-
tained in the orthogonal of every code in C (cf. Section 7.2.1). If the mini-
mum weight is a multiple of 4, an upper index + or − indicates that the code
is doubly-even, or singly-even, respectively.

4. C: The length and dimension of a maximally self-orthogonal ∆(G)-
invariant code.

5. d: The minimum weights of the maximally self-orthogonal G-invariant
codes.

6. |C/ ∼ N|: The number of normalizer equivalence classes of elements of C.

7. |C|: The cardinality of C, as a sum of orbit lengths. The bold numbers indi-
cate the number of orbits of a certain length.

8. B(∆(G)) (for small lengths): The Bravais group for C. Note that whenever
this group equals ∆(A5), the normalizer N is the largest subgroup of SN
which acts on C (cf. Theorem 6.3.3).
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