
CONDENSATION OF INDUCED REPRESENTATIONS AND
AN APPLICATION: THE 2-MODULAR DECOMPOSITION

NUMBERS OF Co2
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Abstract. We present an algorithm to condense induced modules for a

finite group over a finite field. It is built on existing tools of computational
group and representation theory, the MeatAxe for matrix algebras over
finite fields and the Schreier-Sims methods for permutation groups, and
has been implemented in GAP and as an extension of the MeatAxe. As an
application we construct and analyze an induced module for the sporadic

simple Conway group Co2. The result of this analysis is used to complete
the 2-modular Brauer character table of Co2.

1. Introduction

In recent years, condensation has become one of the most valuable tools in
computational representation theory of finite groups. Especially, the determi-
nation of many of the Brauer character tables of sporadic simple groups known
today, see [9], would not have been possible without this powerful technique.
As it turns out that many of the interesting modules for finite groups are too
large to be constructed or analyzed by means of a computer directly, one tries
to ‘condense’ these modules to smaller ones which still reflect enough of the
original structure.

The functorial formalism to describe the theoretical correctness of the con-
densation method, which is introduced in Section 2, dates back at least to [7].
This formalism gives us a detailed description of which structural information
is retained and which is lost under condensation. Under certain circumstances
condensation turns out to induce an equivalence between the module categories
of an arbitrary given algebra and of a Morita equivalent basic algebra. This
explains why condensation has become a standard tool in the representation
theory of finite-dimensional algebras.

But besides its theoretical value, condensation has become a valuable com-
putational tool, as the formal recipe can be translated into a series of explicit
computational steps which for suitable types of modules for finite groups can
efficiently be performed by help of a computer. This has been implemented
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2 JÜRGEN MÜLLER AND JENS ROSENBOOM

e. g. for permutation modules [21, 18, 16, 4] and for tensor product modules
over finite fields [22, 14, 17]. In this note we present an algorithm to con-
dense arbitrary induced modules for a finite group over a finite field, thereby
enlarging the set of types of modules which can be handled computationally
using the condensation technique. In Section 3 we describe how the functorial
description of the condensation method translates into group theoretical com-
putational steps, in Section 4 we then show how these steps can be performed
explicitly.

Our algorithm is built on existing tools of computational group and rep-
resentation theory and we assume the reader to be familiar with the MeatAxe,
see [15], and the Schreier-Sims method to handle permutation groups. The
permutation group part of our algorithm, see 4.1, runs in GAP [19]. For the
matrix group part, see 4.2 and 4.3, we have two implementations, one using
the MeatAxe implementation [18], the other using a new finite field arithmetic
[11] implemented in GAP. The uncondensation program has been implemented
as extensions of the MeatAxe implementations [18] and [6]. Of course, all these
programs are available from the authors on request.

In Section 5, we apply our algorithm to an induced module for the sporadic
simple Conway group Co2. A careful analysis of the resulting condensed module
and an application of the uncondensation technique allows us to complete the
determination of the 2-modular Brauer character table of this group begun
in [20]. The table is given at the end of this note. This even completes the
determination of all the Brauer character tables of Co2 for all primes dividing
its order.

Acknowledgments. The authors gratefully acknowledge discussions with Ger-
hard Hiss on the topic of this note. Both authors thank the Deutsche Forschungs-
gemeinschaft (DFG) for financial support in the framework of the joint research
project ‘Algorithmic number theory and algebra’, to which this note is a con-
tribution.

2. Condensation

2.1. Let k be a field, A be a finite-dimensional k-algebra, e ∈ A be an idempo-
tent and mod–A be the category of finitely generated unital right A-modules.
Then the condensation functor with respect to e is given as

Ce := ?⊗A Ae : mod–A −→ mod–eAe .

Under this functor, M ∈ mod–A is mapped to M⊗AAe ∈ mod–eAe. The latter
can be identified with the subset Me ⊆ M , let ι : M ⊗A Ae → Me ⊆ M de-
note the corresponding injection. Using this identification, a homomorphism
α ∈ HomA(M,N) is mapped to α|Me ∈ HomA(Me,Ne). We have Ce ∼=
HomA(eA, ?) as functors, hence Ce is an exact functor.
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Let e =
∑
S

∑nS
j=1 e

(j)
S ∈ A be an orthogonal decomposition into primi-

tive idempotents, where S runs through the isomorphism types of simple A-
modules. For each summand we have e(j)

S A/Rad(e(j)
S A) ∼= S and nS ∈ N0. By

nS = 0 we indicate that this type of idempotent does not occur in the above
decomposition. We have dimk(Se) = nS · dimk(EndA(S)). By the Morita The-
orems, see [5, Section 3.D.], Ce is an equivalence of categories if and only if
nS > 0 for all S; in this case e is called faithful.

2.2. Duality. Let ∆ : mod–A→ A–mod be the contravariant duality functor
which mapsM ∈ mod–A toM∗ := HomA(M,k) and α ∈ HomA(M,N) to (λ 7→
α · λ) ∈ HomA(N∗,M∗). Furthermore, let σ be a k-algebra anti-automorphism
of A. This defines a contravariant functor Σ : mod–A→ A–mod which acts as
the identity on homomorphism spaces and maps M ∈ mod–A to Mσ ∈ A–mod,
where the A-action on Mσ is given by a ·m := m · (aσ) for m ∈M , a ∈ A,

If additionally eσ = e holds, then this analogously defines a functor
mod–eAe→ eAe–mod, again called Σ. It is easily seen that Σ ·∆ = ∆ ·Σ holds
as equality of functors, both on mod–A and on mod–eAe. This defines duality
auto-equivalences of mod–A and of mod–eAe. A module M is called self-dual, if
M ∼= MΣ∆ holds. Note that the action of the duality auto-equivalence induces
an anti-automorphism of the submodule lattice of a self-dual module. Finally,
it is also easily seen that (Σ · ∆) · Ce ∼= Ce · (Σ · ∆) are naturally equivalent
functors. Hence Ce maps a self-dual module to a self-dual module.

2.3. Uncondensation. The uncondensation functor with respect to e is given
as

?⊗eAe eA : mod–eAe −→ mod–A.

Under this functor, M̃ ∈ mod–eAe is mapped to M̃ ⊗eAe eA ∈ mod–A and
α̃ ∈ HomeAe(M̃, Ñ) is mapped to α̃ ⊗ id ∈ HomA(M̃ ⊗eAe eA, Ñ ⊗eAe eA).
If e is faithful, then this is the two-sided inverse functor to the condensation
functor.

Uncondensation is applied in the following way. Let N ∈ mod–A and
Ñ := N⊗AAe ∈ mod–eAe be its condensed module. The embedding ι : Ñ → N
induces the A-homomorphism ιA : Ñ ⊗eAe eA→ N : n⊗ ea 7→ n · a for n ∈ Ñ ,
a ∈ A. Now let M̃ ≤ Ñ be an eAe-submodule, given by an embedding α. Then
the image of the A-homomorphism αA := (α ⊗ id) · ιA : M̃ ⊗eAe eA → N is
called the uncondensed module of M̃ .

Note that in the applications ι is always known explicitly. Hence given a
submodule M̃ ≤ Ñ , which usually is found during the structural analysis of
Ñ , the image Im(α · ι) ⊆ N can effectively be computed. Then Im(αA) ≤ N
equals the smallest A-submodule of N containing Im(α · ι), hence can be found
by standard techniques. This is a valuable tool to prove the existence of certain
submodules of N , especially in face of the problem of generation we will discuss
now.
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2.4. Generation problem. Let A be generated as a k-algebra by the subset
A ⊆ A. We then let C := 〈eae; a ∈ A〉k−algebra ≤ eAe. Now the condensation
subalgebra C is not necessarily equal to eAe, but may be a strict subalgebra of
eAe. To prove equality in practice, only relatively weak criteria are known. They
are stated and successfully used e. g. in [12], but unfortunately not practicable
in the example we are envisaging. Hence, only the action of C on condensed
modules can be computed explicitly, and so we are faced with the task to
analyze condensed modules with respect to their structure as C-modules and
then to draw conclusions about their eAe-module structure from this analysis.

2.5. Fixed point condensation. We will apply condensation in the following
situation. Let G be a finite group and A := k[G] be its group algebra over k.
Let K ≤ G be a subgroup such that |K| 6= 0 ∈ k; in the sequel K is called the
condensation subgroup. Then

e = eK :=
1
|K|
·
∑
g∈K

g ∈ k[K] ⊆ k[G]

is the centrally primitive idempotent of k[K] belonging to the trivial K-module.
We have e ·k[G] ∼= (1K)G, where (1K)G is the permutation module afforded by
the permutation action of G on the cosets of K. Hence by the adjointness of
tensor product and homomorphism functors, see [5, Theorem 2.19.], we have
Me ∼= HomG((1K)G,M) ∼= HomK(1K ,MK) ∼= FixM (K) as vector spaces,
where M is a k[G]-module, MK denotes its restriction to k[K] and FixM (K) ⊆
M consists of the elements of M being fixed by K. Hence this method is
called fixed point condensation. As mod–k[K] is a semisimple category, the
dimension of the condensed module of M can be computed as the character
theoretic scalar product of the trivial K-character and the restriction to K of
the Brauer character of M .

Note that by letting σ : k[G] → k[G] : g 7→ g−1 for g ∈ G, the duality
Σ · ∆ = ∆ · Σ, see 2.2, specializes to the operation of taking contragradient
modules.

3. Condensation of induced modules, theoretically ...

3.1. Let H ≤ G be a subgroup and V ∈ mod–k[H]. Let {gi; i ∈ I} for a
suitable index set I be a set of representatives for the H-K double cosets
in G and for each i ∈ I let {kij ; j ∈ Ii} for a suitable index set Ii be a set of
representatives for the Hgi∩K right cosets in K. By the Mackey Decomposition
Theorem we have V G = V ⊗k[H] k[G] = ⊕i∈I ⊕j∈Ii V ⊗ gikij as a vector
space and hence (V G)K ∼= ⊕i∈I((V gi)Hgi∩K)K as k[K]-modules, where V gi ∈
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mod–k[Hgi ] is defined by v · hgi := v · h for v ∈ V , h ∈ H. This means we have

V Ge ∼= HomK(1K , (V G)K)
∼=

⊕
i∈I

HomK(1K , ((V gi)Hgi∩K)K)

?∼=
⊕
i∈I

HomHgi∩K(1Hgi∩K , (V gi)Hgi∩K)

∼=
⊕
i∈I

HomH∩giK(1H∩giK , VH∩giK)

∼=
⊕
i∈I

FixV (H ∩ giK),

where the isomorphism ‘?’ maps ϕ ∈ HomHgi∩K(1Hgi∩K , (V gi)Hgi∩K) by [1,
Lemma III.8.6.] toλ 7→∑

j∈Ii

ϕ(λk−1
ij )kij = ϕ(λ) ·

∑
j∈Ii

kij

 ∈ HomK(1K , ((V gi)Hgi∩K)K).

Hence we explicitly obtain in terms of the Mackey decomposition of V G given
above:

V Ge =
⊕
i∈I

FixV (H ∩ giK)⊗ gi
∑
j∈Ii

kij

 =
⊕
i∈I

ImV (ei)⊗ gi
∑
j∈Ii

kij

 ,

where ei := eH∩giK denotes the idempotent belonging to H ∩ giK ≤ G.

3.2. The action of ege ∈ ek[G]e for some g ∈ G on V Ge is derived from
the action of e and that of g on V G in terms of its Mackey decomposition. For
v ∈ V , we have (v⊗gikij)·g = vh′⊗gi′ki′j′ , where the indices i′ ∈ I, j′ ∈ Ii′ and
h′ ∈ H are uniquely determined by gikijg = h′gi′ki′j′ . For v ∈ FixV (H ∩ giK)
we hence have

(v ⊗ gi
∑
j∈Ii

kij) · eg =
∑
j∈Ii

(v ⊗ gikij) · g =
∑
j∈Ii

vh′ ⊗ gi′ki′j′ ,

where the indices i′, j′ and h′ ∈ H of course depend on i and j.
The action of e on V G is described as follows. For each i ∈ I we have the

decomposition

e =
|Hgi ∩K|
|K|

· ei ·
∑
j∈Ii

kij ∈ k[K],

and so for v ∈ V this gives

(v ⊗ gikij) · e = (v ⊗ gi) · e =
|Hgi ∩K|
|K|

· vei ⊗ gi
∑
j∈Ii

kij .
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4. ... and practically

4.1. Collecting coset information. Let G be a generating set for G given
as set of permutations acting on the right cosets of H in G, i. e. we assume
the permutation module (1H)G to be given explicitly. Let us further assume K
also to be given as a set K of permutation generators acting on the right cosets
of H in G. In this paragraph we describe the part of the computations which
are entirely in the context of permutation groups.

First we compute a Schreier chain for G with respect to this permutation
representation. As in our application we already know the group order |G|, this
can be done using a randomized Schreier-Sims algorithm. Such an algorithm
is already available in GAP. But since we have to sift many elements of G
through the Schreier chain, we have to make this easily accessible and more
flexible and so we use our own GAP implementation of a randomized Schreier-
Sims algorithm instead.

Now the H-K double cosets in G are in bijection with the K-orbits on
(1H)G, hence suitable {gi; i ∈ I} and their decomposition into G are found
by the Schreier-Sims algorithm. Since H = StabG(H · 1) this also gives us a
generating set H and a Schreier chain for H. Furthermore, we have Hgi ∩K =
StabK(H · gi), hence suitable {kij ; j ∈ Ii}, a generating set Ki and a Schreier
chain for Hgi ∩ K are also found by a run of the Schreier-Sims algorithm.
Conjugating gives a generating set Hi := giKi for H ∩ giK, and sifting the
elements of Hi through the Schreier chain for H, gives us decompositions of
these elements into H.

4.2. Precondensation. Now let k be a finite field and V ∈ mod–k[H] be given
in terms of the generating setH for H as a set of representing k-matrices. In this
paragraph we describe those computations using V which as a precondensation
step can be done once and for all elements of G to be condensed. The necessary
matrix computations are done using the MeatAxe [18] or using the new finite
field arithmetic [11] implemented in GAP.

By the formulae developed in 3.1, a basis of V Ge is given in terms of
bases for the subspaces FixV (H ∩ giK) = ImV (ei) ≤ V . Note that we have
already computed the decompositions of the elements of Hi into H, hence we
can find representing matrices for the elements of Hi, too. Now, to find a basis
for FixV (H∩giK), we could compute the intersection of the fixed spaces for the
action of the elements of Hi on V , which would be a standard application of the
MeatAxe. But since we do need the action of ei on V anyway, we instead proceed
as follows. To compute a representing matrix for ei, we use the Schreier chain
for Hgi ∩K, which gives us a factorization of ei, analogous to the factorization
of e given at the end of 3.2, and allows us to enumerate the summands.

Let V = V ei ⊕ V (1 − ei) be the vector space decomposition of V with
respect to ei, with corresponding projection πi onto V ei and injection ιi, ful-
filling πi · ιi = ei and ιi · πi = id. We have FixV (H ∩ giK) = ImV (ei) = Im(ιi),
a basis of which can be found as a standard application of the MeatAxe. The
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matrix of basis vectors can be interpreted as the matrix of the linear map ιi. As
another standard application of the MeatAxe we obtain the matrix of πi. We
remark that the technique of precomputing the ιi and πi has also been used in
[14].

4.3. Condensation of group elements. Let g ∈ G; to find the action of
ege ∈ ek[G]e on V Ge we proceed as follows. Having fixed an index i ∈ I, for
each index j ∈ Ii we compute the corresponding indices i′ and j′ and h′ ∈ H
describing the action of g as defined in 3.2. The indices are found using the
i-th Schreier chain of K obtained in 4.1, this then gives us the element h′

explicitly, which is decomposed into H using the Schreier chain of H, giving a
representing matrix η′. The action of h′ on FixV (H ∩ giK) is then described
by ιi · η′. The action of e, namely projection to the i′-th component of V Ge, is
given by another multiplication of the latter matrix with πi′ .

4.4. Remarks. Firstly, the above computations can be simplified, if we have
Hgi ∩ K = {1} for some i ∈ I, i. e. if the i-th orbit is a regular K-orbit. In
this case we have FixV (H ∩ giK) = V , and hence ιi = πi = id. As usually K is
small compared to the index [G : H], regular orbits are in fact quite frequent.

Secondly, we make use of the permutation module (1H)G because this
makes the determination of H-K double cosets in G or the identification, to
which H-K double coset in G or Hgi ∩K right coset in K an element belongs,
particularly easy. This also could be done in any other representation ofG where
this information can be extracted in a computationally tractable manner.

4.5. Uncondensation. Given an ek[G]e-submodule M̃ ≤ V Ge, see 2.3, we use
the explicitly known injections ιi from 4.2 to find its embedding as a subspace
of V G. Using the description of V G and the action of G thereon in terms of
the Mackey decomposition, see 3.2 and 4.3, we can use the standard MeatAxe
‘spinning’ algorithm to find the uncondensed module of M̃ . This has been
implemented as extensions of the MeatAxe implementations [18] and [6].

5. An application: The 2-modular character table of Co2

From now on let G := Co2 be the second sporadic simple Conway group,
where we follow the notation used in [3]. The determination of its 2-modular
Brauer character table has been begun in [20], where 10 of the 13 irreducible
2-modular Brauer characters of Co2 have been determined, and the remaining
three characters were conjectured to have degrees 36 938, 83 948 and 156 538.
In [20], too, a condensation technique has been used to find Brauer characters.
The main obstacle to give a complete proof was the problem of generation
of the algebra ek[G]e, see 2.4, as even with todays computers it seems to be
impossible to do the necessary uncondensation within the permutation module
examined in [20]. Now, with our new condensation algorithm at hand, we are
able to circumvent the problem of generation by looking at a suitable induced
module, which allows a detailed structural analysis, due to its much simpler
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structure, and where uncondensation can be performed efficiently, due to the
much smaller dimensions involved and the powerful parallel computers available
today. Finally, the above mentioned conjecture from [20] turns out to be true.
Thus this completes the computation of the 2-modular Brauer character table
of G.

5.1. Let ϕ1, . . . , ϕ9, ϕ13 denote the known irreducible Brauer characters as
given in the Brauer character table printed at the end of this note. Let ξ10,
ξ11 and ξ12 denote the remaining three irreducible Brauer characters. It has
already been shown in [20] that the class functions ϕ10, ϕ11 and ϕ12 are Brauer
atoms and that they can be written as ξi = ϕi+

∑9
j=1 λijϕj for i ∈ {10, 11, 12}

and some λij ∈ N0. So our aim is to prove that all λij = 0. For more details on
the notion of basic sets and atoms we refer the reader to [8].

We now let H := U6(2).2, which is the largest maximal subgroup of G
and has index [G : H] = 2300, let k := F2 and V ∈ mod–k[H] be the simple
module of dimension 140, see [10] or the remark at the beginning of 5.3. We
denote the Brauer character of V by ψ. Using the library of character tables and
the character theoretic algorithms accessible in GAP, we find that the induced
character ψG, which is of degree 322 000, decomposes into the set of Brauer
atoms as

ψG = 10 · ϕ1 + 12 · ϕ2 + 6 · ϕ3 + 4 · ϕ4 + 4 · ϕ5 + 2 · ϕ10 + ϕ11 + ϕ12 .

5.2. We begin our constructions by accessing the permutation representation
P of G on 2 300 points from [24]. It is given there for a pair {a, b} of standard
generators for G as defined in [23].

As our condensation subgroup we choose K := 31+4
+ = O3(NG(3A)) /

NG(3A) = 31+4
+ :21+4

− .S5 < G, the maximal 3-normal subgroup of the normal-
izer in G of an element in the 3A conjugacy class. Hence this defines an unique
conjugacy class of subgroups of G of order 243. A representative can be con-
structed as follows, using the algorithms dealing with permutation groups and
soluble groups implemented in GAP. We first find a 3-Sylow subgroup S < G,
which is of order 36, and then it turns out that S contains a unique normal
subgroup K of isomorphism type 31+4

+ .
Using GAP again we find the distribution of the elements of K into the

conjugacy classes of G. Then we compute the scalar products of the restrictions
to K of the ϕi and the trivial K-character. This by 2.5 gives us the condensed
dimensions of the ϕi. These are given in the forth column of Table 1, where
the degrees and the behavior under complex conjugation are also indicated.
Especially, we conclude that the condensation idempotent e = eK is faithful.

5.3. Let PH be the restriction of P to H. We find that V is a constituent of
the 2-modular reduction of PH , hence is obtained by a standard application of
the MeatAxe. Note that this provides an alternative approach to find ψ: Let V



CONDENSATION OF INDUCED REPRESENTATIONS 9

Table 1. Dimensions of condensed modules

ϕ Degree CC Dim.

1 1 r 1
2 22 r 4
3 230 r 6
4 748 5 4
5 748 4 4
6 3 520 r 24
7 5 312 r 24
8 8 602 9 16
9 8 602 8 16

10 36 938 r 100
11 83 948 r 288
12 156 538 r 566
13 1 835 008 r 7 424

be the unique constituent of the 2-modular reduction of PH of dimension 140,
and compute its Brauer character using the MeatAxe.

We now have prepared all necessary input data to run our condensation
program. It turns out that, using the new finite field arithmetic [11] imple-
mented in GAP, the permutation group part (4.1) of our algorithm takes 10s,
the precondensation (4.2) takes 40s and the condensation (4.3) of one group
element takes 498s of CPU time on a SPARC 20 machine. As condensation
algebra we take

C := 〈eae, ebe, eabe, ebae〉k−algebra ≤ ek[G]e,

and we let M := V Ge|C denote the restriction of the ek[G]e-module V Ge to
C. The C-module M has dimension 1 180 and the MeatAxe finds the following
constituents:

1a10, 4a12, 4b4, 4c4, 6a6, 100a2, 288a1, 566a1,

where we denote the constituents by their dimensions and lower case letters,
and multiplicities by superscripts. The dimensions and multiplicities coincide
with the decomposition of ψG into Brauer atoms given in 5.1 and Table 1, so we
can already be quite confident that the all the Brauer atoms are in fact Brauer
characters. In order to prove this, we are now going to analyze the C-module
M in more detail, using the ideas and algorithms developed in [13], which we
assume the reader to be familiar with.

5.4. Ad ϕ10. Using the techniques developed in [13], we find that M contains
exactly two 100a-local submodules, L1

100a and L2
100a. Furthermore, for each

local submodule L ≤M , we find that L1
100a ≤ L ≤ L2

100a holds. Hence we have
Soc(M) < Rad(M) and Soc(M) ∼= M/Rad(M) ∼= 100a is simple.
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Let S denote the condensed ek[G]e-module of ξ10. Table 1 shows that 100a
occurs with multiplicity 1 as a constituent of S|C . Hence S|C is indecomposable,
and 100a is a socle and a radical quotient constituent of S|C . This means we
have S|C ∼= 100a, hence ϕ10 = ξ10.

5.5. Ad ϕ11. Let L288a < M denote the unique 288a-local submodule. It turns
out to have dimension 439 and has the following constituents:

1a3, 4a5, 4b3, 4c1, 6a2, 100a1, 288a1.

Hence, to prove that ϕ11 = ξ11 holds, it is sufficient to show that the uncon-
densed module of L288a in V G has dimension 124 451 and the uncondensed
module of Rad(L288a) has dimension 40 503, since this means that the uncon-
densed module of L288a has a simple radical quotient module of dimension
83 948.

The latter conditions have been checked using the uncondensation algo-
rithm and the ‘spinning’ algorithm for induced modules incorporated into the
MeatAxe implementation [6]. The computations have taken a total of about
1 000 hours of CPU time using between four to eight nodes on the SP/2 of
the computing center of the University of Essen and indeed resulted in two
invariant subspaces of the expected dimensions. This proves that ϕ11 = ξ11

holds.

5.6. Ad ϕ12. Let L566a denote the unique 566a-local submodule of M . It turns
out to have dimension 705. Unfortunately, the analysis of the constituents of
L566a shows that the uncondensed module of L566a in V G would have dimension
at least 196 249. To avoid the explicit construction of this uncondensed module
we instead consider the submodule

N :=
∑
{L ≤M local;L566a 6≤ L} < M.

It turns out that N has dimension 475 and the following constituents:

1a7, 4a9, 4b3, 4c2, 6a4, 100a1, 288a1.

Hence N is a ek[G]e-submodule of V Ge if and only if its uncondensed module
has dimension 125 751. Since we have L288a ≤ N , the same inclusion must hold
for the corresponding uncondensed modules. Again using the parallel MeatAxe
implementation [6], we have therefore computed the uncondensed module of N
by extending the uncondensed module of L288a found in 5.5. Again we have
found an invariant subspace of the dimension we have expected, hence N is a
ek[G]e-submodule of V Ge.

Using this information we now proceed as follows. From the list of con-
stituents of N we see that L566a 6≤ N holds; note that this could have been
deduced in advance using Remark 5.7. By the structure theory of modular lat-
tices, see [2, 13], it follows that (L566a+N)/N = Soc(M/N) ∼= 566a holds. Next
we note that V is a self-dual k[H]-module, hence V G is a self-dual k[G]-module
and V Ge is a self-dual ek[G]e-module, see 2.2. By the above analysis, L566a is
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Table 2. The character table of Co2 mod 2

ind 1A 3A 3B 5A 5B 7A 9A 11A 15A 15B 15C 23A 23B
χ1 + 1 1 1 1 1 1 1 1 1 1 1 1 1
χ2 + 22 -5 4 -3 2 1 1 0 -1 0 0 -1 -1
χ3 + 230 14 5 5 0 -1 -1 -1 0 -1 -1 0 0
χ4 o 748 -8 1 -2 -2 -1 -2 0 1 b15 ?? -b23 ??
χ5 o 748 -8 1 -2 -2 -1 -2 0 1 ?? b15 ?? -b23
χ6 + 3520 -44 10 -5 0 -1 1 0 0 1 1 1 1
χ7 + 5312 20 2 12 -3 -1 -1 -1 -3 0 0 -1 -1
χ8 o 8602 43 -20 2 -3 -1 1 0 0 -b15 ?? 0 0
χ9 o 8602 43 -20 2 -3 -1 1 0 0 ?? -b15 0 0
χ10 ? 36938 -79 -52 13 -2 -1 2 0 -2 1 1 0 0
χ11 ? 83948 -22 -58 -2 -12 -3 -1 -4 -3 -2 -2 -2 -2
χ12 ? 156538 100 -80 -12 -2 -3 -2 -3 -5 0 0 0 0
χ13 + 1835008 -128 -128 8 8 0 -2 -1 2 2 2 -1 -1

the image of N under the duality anti-automorphism of the ek[G]e-submodule
lattice of V Ge. Hence L566a is a ek[G]e-submodule of V Ge. Finally, we have
Rad(L566a) = L566a ∩ N . Hence Rad(L566a) also is an ek[G]e-submodule of
V Ge and thus ϕ12 = ξ12 holds.

5.7. Concluding remarks. The fact L566a 6≤ N used in 5.6 could have been
deduced in advance from the following statement, we only give without proof.

Let M ∈ mod–A, let L ≤M be a local submodule and M1,M2 ≤M such that
L 6≤ M1,M2, but L ≤ M1 + M2. Then there are local submodules L1 ≤ M1,
L2 ≤M2 such that L+L1 = L+L2 = L1 +L2 holds, i. e. there is a dotted-line,
see [2, 13], through L connecting M1 and M2.

Finally, it now remains to determine the 2-modular Frobenius-Schur indicators,
see [9, Section 9], for the irreducible Brauer characters now proven to exist. We
expect the methods developed here should be sufficient to solve this problem,
too; this, however, is work still under progress.
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