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Exercise 1[2+2+2] Let (A, b) be a controllable matrix pair with b ∈ Rn (“single
input”).

1. Show that there exists an invertible matrix T ∈ Rn×n and a feedback matrix
F ∈ R1×n such that

Ã = T−1AT + T−1bF =


0 1
...

. . .

0 1
0 0 · · · 0

 and b̃ := T−1b =


0
...
0
1

 .

Remark: This means that by a coordinate transform x = Tz and a feedback
law u = Fz + v, the system ẋ = Ax + bu can be brought into the form
ż = Ãz + b̃v. This is a special case of the so-called Brunovsky form.

2. Show that z
(i+1)
n−i = v for i = 0, . . . , n− 1, that is, if z(0) = 0, then

zn−i(t) =

∫ t

0

∫ ti

0

· · ·
∫ t1

0

v(τ)dτdt1 · · · dti for i = 0, . . . , n− 1.

3. Show that for a system in Brunovsky form, the optimal energy control
function that steers the system from z(0) = 0 to z(tf ) = zf has the form
v(t) = c0 + c1t + . . . + cn−1t

n−1 for some ci ∈ R.

Remark: Thus, it is particularly simple to compute an input v that steers
a system in Brunovsky form from z(0) = 0 to z(tf ) = zf : It amounts to
solving a linear system of equations for the coefficients ci. We have used
this in Exercise 1 of Tutorial 1 already (for n = 2). From this v, one
can then recompute u which steers the original system from x(0) = 0 to
x(tf ) = xf = Tzf .

Exercise 2[3+2] Let A ∈ Rn×n, B ∈ Rn×m, and b ∈ im(B) be given. Let k ≥ 1
be the smallest integer such that

Akb ∈ Rk := im[B, AB, . . . , Ak−1B].



In particular, there exist b̂i ∈ im(B) such that

Akb = b̂k + Ab̂k−1 + . . . + Ak−1b̂1.

Define
x1 := b and xi+1 := Axi − b̂i for 1 ≤ i ≤ k.

1. Show that x1, . . . , xk are linearly independent and xk+1 = 0.

2. Conclude that there exists a matrix F ∈ Rm×n such that (A + BF )ib for
0 ≤ i ≤ k − 1 are linearly independent, and (A + BF )kb = 0.

Hint: Write b̂i = Bui and choose F such that Fxi = −ui for 1 ≤ i ≤ k.

Exercise 3[3] An expression of the type sK−L ∈ R[s]k×l, where K, L ∈ Rk×l, is
called a pencil of matrices. Two pencils sK−L and sK̃− L̃ are called equivalent
if there exist invertible matrices U ∈ Rk×k, V ∈ Rl×l such that
sK̃ − L̃ = U(sK − L)V . Consider the matrix pencil

s[I, 0]− [A, B] = [sI − A,−B]

associated to A ∈ Rn×n, B ∈ Rn×m. Show that two matrix pairs (A, B), (Ã, B̃)
are feedback equivalent if and only if their associated pencils are equivalent.

Exercise 4[6]
Consider S = {(A, B) ∈ R3×3 × R3×2 | (A, B) controllable, rank(B) = 2}. Show
that all elements of S are feedback equivalent. Compute T, F, G that transform

A =

 1 0 1
0 1 0
1 0 1

 B =

 1 1
1 2
1 3


into Brunovsky form.


