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A NEW CONSTRUCTION OF THE ASYMPTOTIC ALGEBRA ASSOCIATED
TO THE q-SCHUR ALGEBRA

OLIVIER BRUNAT AND MAX NEUNHÖFFER

ABSTRACT. We denote by A the ring of Laurent polynomials in the indeterminate v and
by K its field of fractions. In this paper, we are interested in representation theory of the
“generic” q-Schur algebra Sq(n, r) over A. We will associate to every non-degenerate
symmetrising trace form τ on KSq(n, r) a subalgebra Jτ of KSq(n, r) which is iso-
morphic to the “asymptotic” algebra J (n, r)A defined by J. Du. As a consequence, we
give a new criterion for James’ conjecture.

1. INTRODUCTION

This article is concerned with the representation theory of the “generic” q-Schur algebra
Sq(n, r) over A = Z[v, v−1]. The q-Schur algebra was introduced by Dipper and James
in [3] and [4]. There is an interest in studying the representations of this algebra, because
they relate informations about the modular representation theory of the finite general linear
group GLn(q) and of the quantum groups.

Using a new basis of Sq(n, r) constructed in [5] (which is analogous to the Kazhdan-
Lusztig basis in Iwahori-Hecke algebras), J. Du introduced in [7] the asymptotic algebra
J (n, r)A over A and defined a homomorphism, Φ : Sq(n, r) → J (n, r)A, the so-called
Du-Lusztig homomorphism because its construction is similar to the Lusztig homomor-
phism for Iwahori-Hecke algebras.

There is a relevant open question in the representation theory of the q-Schur algebra,
the so-called James’ conjecture. A precise formulation of this conjecture is recalled in
Section 6. In [9] Meinolf Geck obtained a new formulation of this conjecture. More
precisely, for k any field of characteristic ` and for R any integral domain with quotient
field k, if q ∈ R is invertible, we can define the corresponding q-Schur algebra Sq(n, r)R
over R and its extension of scalars Sq(n, r)k. Similarly, we can define J (n, r)k.

In [9, 1.2] M. Geck has shown that James’ conjecture holds if and only if, for ` > r, the
rank of the homomorphism Φk : Sq(n, r)k → J (n, r)k only depends on the multiplicative
order of q in k×, but not on `.

Thus, in order to prove James’ conjecture, it is relevant to understand the rank of the Du-
Lusztig homomorphism. The motivation of this paper is to develop new methods allowing
to study this rank. More precisely, we will give a new construction of the asymptotic
algebra. Indeed, thanks to methods developed in [14] by the second author and adapted to
our situation, we prove that J (n, r)A is isomorphic to an algebra Jτ , which only depends
on the choice of a non-degenerate symmetrising trace form τ on the semisimple algebra

Received by the editors 3 October 2008.
2000 Mathematics Subject Classification. Primary 20C08, 20F55; Secondary 20G05.

c©XXXX American Mathematical Society

1



2 OLIVIER BRUNAT AND MAX NEUNHÖFFER

KSq(n, r) (here K = Q(v)) such that

Sq(n, r) ⊆ Jτ ⊆ KSq(n, r).

Our main tool is to use the structure of the left cell modules of Sq(n, r) to construct an
explicit Wedderburn basis of KSq(n, r) (see Theorem 4.11). The main result of this paper
is Theorem 5.5.

The article is organized as follows. In Section 2, we recall the definition of the “generic”
q-Schur algebra and of its analogue of the Kazhdan-Lusztig basis for Iwahori-Hecke alge-
bras. In Section 3 we prove that the q-Schur algebra satisfies properties which are very
similar to Lusztigs conjectures P1,. . . , P15 for Iwahori-Hecke algebras. In Section 4 we
develop some tools to prove our main result in Section 5. Finally, in Section 6 we state a
new criterion for James’ conjecture.

2. THE IWAHORI-HECKE ALGEBRA OF TYPE A AND THE q-SCHUR ALGEBRA

Let v be an indeterminate. We set A = Z[v, v−1] to be the ring of Laurent polynomials
in v and K := Q(v) its field of fractions. In order to introduce the q-Schur algebra over
A, we have to recall some definitions and properties about Iwahori-Hecke algebras. We
follow [13].

2.1. Iwahori-Hecke algebras and the Kazhdan-Lusztig basis. Let (W,S) be a Coxeter
group (here S is the set of simple reflections). We define the corresponding Iwahori-Hecke
algebraH as the free A-module with basis {Tw}w∈W satisfying

TwTw′ = Tww′ if l(ww′) = l(w) + l(w′),
(Ts − v)(Ts + v−1) = 0 for s ∈ S,

where l is the length function on W . In [12, §1] Kazhdan and Lusztig define an A-basis
{Cw | w ∈W} ofH which satisfies

Cw = Cw and Cw =
∑
y≤w

py,wTy for w ∈W,

where ≤ is the Bruhat-Chevalley order on W , and − : H → H is the involutive automor-
phism ofH defined by v = v−1 and

∑
w∈W

awTw =
∑
w∈W

awT
−1
w−1 and py,w ∈ 〈vk | k ≤ 0〉Z

and pw,w = 1.
Note that we use the more modern notation from [13], that is, our elements Tw here are

the same as in [13] and were denoted by v−l(w)Tw in [12], and our elements Cw here were
denoted by C ′w in [12] and by cw in [13].

We denote by gx,y,z the structure constants of H with respect to the basis {Cw | w ∈
W}, that is, we have

CxCy =
∑
z∈W

gx,y,zCz for x, y ∈W.

We define a relation y 4L w on W by: either y = w or there is an s ∈ S such that
gs,w,y 6= 0. Let ≤L be the transitive closure of the relation 4L and denote by ∼L the
associated equivalence relation on W . The classes for this relation are the so-called left
cells. Similarly, we define ≤R and ∼R, and we call the corresponding equivalence classes
right cells. For y, w ∈W , we write y ≤LR w if there is a sequence y = y0, y1 . . . , yn = w
of elements of W such that, for i ∈ {0, . . . , n − 1}, we have yi ≤L yi+1 or yi ≤R yi+1.
The classes of the equivalence relation ∼LR on W corresponding to ≤LR are the so-called
two-sided cells.



A NEW CONSTRUCTION OF THE ASYMPTOTIC ALGEBRA ASSOCIATED TO THE q-SCHUR ALGEBRA 3

In [13, §3.6], Lusztig shows that for z ∈W , there is a unique integer a(z) such that for
every x, y ∈ W , we have gx,y,z ∈ va(z)Z[v−1] and gx,y,z /∈ va(z)−1Z[v−1]. Moreover,
for z ∈ W , we define ∆(z) = −deg p1,z . For x, y, z ∈ W , we write γx,y,z−1 ∈ Z for the
coefficient of va(z) in gx,y,z and we set

D = {d ∈W | a(d) = ∆(d)},
the set of distinguished involutions. In the case thatW is a finite Weyl group, an affine Weyl
group, or a dihedral group, Lusztig proved that the following conjectures hold (see [13,
§§15–17]):

P1 For any z ∈W we have a(z) ≤ ∆(z).
P2 Let x, y ∈W ; if γx,y,d 6= 0 for some d ∈ D, then we have x = y−1.
P3 If y ∈W , there exists a unique d ∈ D such that γy−1,y,d 6= 0.
P4 If x ≤LR y, then a(x) ≥ a(y).
P5 If d ∈ D and y ∈W are such that γy−1,y,d 6= 0, then γy−1,y,d = ±1.
P6 For d ∈ D, we have d = d−1.
P7 For every x, y, z ∈W , we have γx,y,z = γy,z,x = γz,x,y .
P8 Let x, y, z ∈W be such that γx,y,z 6= 0, then x ∼L y−1, y ∼L z−1 and

z ∼L x−1.
P9 If x ≤L y and a(x) = a(y), then x ∼L y.
P10 If x ≤R y and a(x) = a(y), then x ∼R y.
P11 If x ≤LR y and a(x) = a(y), then x ∼LR y.
P13 Every left cell contains a unique element d ∈ D and γy−1,y,d 6= 0 for

every y ∼L d.
P14 For every x ∈W , we have x ∼LR x−1.
P15 Let v′ be a second indeterminate and let g′x,y,z ∈ Z[v′, v′−1] be obtained from

gx,y,z by the substitution v 7→ v′. If x, x′, y, w ∈ W satisfy a(w) = a(y),
then ∑

y′

g′w,x′,y′gx,y′,y =
∑
y′

gx,w,y′g
′
y′,x′,y.

Note that in this paper we only consider the case of type A, in which W is the symmetric
group on |S|+ 1 points.

2.2. The q-Schur algebra Sq(n, r). In the following, we denote by W the symmetric
group of degree r, and by S the set of transpositions si = (i, i + 1) for 1 ≤ i ≤ r − 1
and H is the associated Iwahori-Hecke algebra as in §2.1. Let n, r ≥ 1, we denote by
Λ(n, r) the set of compositions of r into at most n parts. For λ ∈ Λ(n, r), we denote by
Wλ ⊆ W the corresponding Young subgroup. For λ, µ ∈ Λ(n, r), we set Dλ,µ to be the
set of distinguished double coset representatives of W with respect to Wλ and Wµ. We set

M(n, r) = {(λ,w, µ) | λ, µ ∈ Λ(n, r), w ∈ Dλ,µ}.
For a = (λ,w, µ) ∈ M(n, r), we write ro(a) = λ and co(a) = µ and we set at =
(µ,w−1, λ). For λ, µ ∈ Λ(n, r), we set Mλ,µ = {a ∈M(n, r) | ro(a) = λ, co(a) = µ}.
We remark that if w ∈ Dλ,µ, then the double coset WλwWµ has a unique longest element.
To prove this, we can proceed as follows: we denote by w0 the longest element of W ,
then w0Wµ = Weµ. Here µ̃ = (µs, µs−1, . . . , µ1), where µ = (µ1, . . . , µs). Moreover,
rw0 : W → W, x 7→ xw0 induces a bijection from the double coset Wλww0Weµ to the
double cosetWλwWµ. Thanks to [13, 11.3], we deduce that rw0 reverses the Bruhat-order.
Since the double coset Wλww0Weµ has a unique element of minimal length, the result
follows. We write D+

λ,µ for the set of double coset representatives of maximal length. We
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denote by `λ,µ the bijection from Dλ,µ to D+
λ,µ that associates to the representative of

minimal length w of the double coset WλwWµ the representative of maximal length. We
remark that if w ∈ Dλ,µ, then w−1 ∈ Dµ,λ. Moreover, we have

`λ,µ(w)−1 = `µ,λ(w−1).

In the following, we set σ(a) := `λ,µ(w) for a = (λ,w, µ).
We now recall the definition of the q-Schur algebra Sq(n, r) introduced by Dipper and

James in [3]. We set q = v2, then the q-Schur algebra Sq(n, r) of degree (n, r) is the
endomorphism algebra

Sq(n, r) = EndH

 ⊕
λ∈Λ(n,r)

xλH

 ,

where xλ =
∑

w∈Wλ

vl(w)Tw ∈ H. In [2, 3.4] Dipper and James prove that Sq(n, r) has

a standard basis {φwλ,µ | (λ,w, µ) ∈ M(n, r)} indexed by the set M(n, r), which plays
the same role as the basis {Tw | w ∈ W} for the Iwahori-Hecke algebra H. Moreover,
in [5] Du proves that Sq(n, r) has another basis {θa | a ∈ M(n, r)} whose construction
is analogous to the Kazhdan-Lusztig basis of H. We denote by fa,b,c ∈ A the structure
constants with respect to this basis, that is, we have

θaθb =
∑

c∈M(n,r)

fa,b,cθc for all a, b ∈M(n, r).

We recall the following lemma:

Lemma 2.3. We have fa,b,c 6= 0 only if co(a) = ro(b) and (ro(a), co(b)) = (ro(c), co(c)).
In this case, we have

fa,b,c = h−1
µ gσ(a),σ(b),σ(c).

where µ = co(a) = ro(b) and hµ =
∑

w∈Wµ

v2l(w)−l(wµ) (here wµ denotes the longest

element in W ) and gσ(a),σ(b),σ(c) is the structure constant of H defined in Section 2.1.

Proof. See [5, Prop. 3.4]. We want to explain why we have a further hypothesis here than
in [5, Prop. 3.4]: For a = (λ,w, µ) ∈ M(n, r) the element θa is by definition a linear
combination of basis elements φzλ,µ for z ∈ Dλ,µ. Thus, viewed as endomorphism of⊕

λ∈Λ(n,r) xλH it vanishes on all summands except on xµH and maps into the summand
xλH. Thus, if either co(a) 6= ro(b) or (ro(a), co(b)) 6= (ro(c), co(c)), the structure
constant fa,b,c vanishes also. If both equations hold, the proof in [5, Prop. 3.4] works
using gσ(a),σ(b),σ(c).

We are not claiming that [5, Prop. 3.4] is wrong as stated there. However, the notation
ga,b,c there needs proper interpretation (see [5, Section 3.3]), a problem we avoid here. �

Remark 2.4. To further explain the just mentioned change of notation, consider the fol-
lowing: Let n = r = 3, λ := (2, 1, 0), µ := (1, 1, 1), and ν := (2, 1, 0). Then W is
the symmetric group on 3 letters, generated by the two Coxeter generators s1 = (1, 2)
and s2 = (2, 3). Thus D+

λ,µ := {s1, s1s2, s1s2s1}, D+
µ,ν = {s1, s2s1, s1s2s1} and

D+
λ,ν = {s1, s1s2s1}.
By the relations, we have Ts1 · Ts2s1 = Ts1s2s1 and thus gs1,s2s1,s1s2s1 = 1. We now

set a := (λ, id, µ), b := (µ, s2, ν) and c := (λ, s2, ν). Thus, we get

fa,b,c = 1 · gσ(a),σ(b),σ(c) = gs1,s2s1,s1s2s1 = 1,
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since hµ = 1 here.
However, if we set a′ := (µ, s1, µ), then fa′,b,c = 0, because of ro(a′) 6= ro(c) and

the arguments in the proof of Lemma 2.3. On the other hand, we have ro(a′) = co(b) and
gσ(a′),σ(b),σ(c) = gs1,s2s1,s1s2s1 = 1. This shows, that we indeed need all the hypothesis
in Lemma 2.3. The statement in [5, Prop. 3.4] is true if one interprets ga′,b,c to be zero.

Definition 2.5 (The a-function and the distinguished elements). Following [7, Section 2],
we extend the a-function to M(n, r) by setting a(a) = a(σ(a)) for every a ∈ M(n, r)
and we extend the set D to the set

D(n, r) = {d ∈M(n, r) | co(d) = ro(d), σ(d) ∈ D}.
Moreover, for every a, b, c ∈M(n, r), we define

γa,b,ct =
{
γσ(a),σ(b),σ(ct) = γσ(a),σ(b),σ(c)−1 if fa,b,c 6= 0,
0 otherwise.

Remark 2.6. Note that our definition for γa,b,c differs slightly from the one in [7, Section
2.2]. His γa,b,c is our γa,b,ct . With our definition we follow the setup in [13] more closely
and get nicer cyclic symmetries in our formulas.

Remark 2.7. In comparison to [7, Section 2.1] we added the explicit hypothesis for the
elements d ∈ D(n, r) that ro(d) = co(d). However, this hypothesis is implicit in [7],
since otherwise the statements in [7, 4.1,(a)–(d)] and some others would not be true.

Now, for a, b ∈ M(n, r), if there is c ∈ M(n, r) such that fc,b,a 6= 0 then we write
a ≤L b . We define ≤R by a ≤R b if and only if at ≤L bt. Moreover, we define ≤LR
as in the Iwahori-Hecke algebra case. These relations induce corresponding equivalence
relations ∼L, ∼R and ∼LR. We call the corresponding equivalence classes the left, right
and two-sided cells of M(n, r) respectively.

Let Γ be a left cell of M(n, r). We set

S≤Γ =
∑
b≤La

Aθb and S<Γ =
∑

b≤La, b 6∼La

Aθb,

for some a ∈ Γ, both are clearly left ideals of Sq(n, r) by the definition of ≤L. Then the
left cell module LC(Γ) corresponding to Γ is defined as the quotient S≤Γ/S<Γ.

We define the right cell module RC(Γ) corresponding to a right cell Γ of M(n, r) simi-
larly. To see that we get right ideals we have to use Lemma 2.3 and gx,y,z = gy−1,x−1,z−1

for x, y, z ∈W (see [13, 13.2.(e)]) together with σ(at) = σ(a)−1. This implies fa,b,c = 0
if and only if fbt,at,ct = 0.

3. LUSZTIG’S CONJECTURES FOR THE q-SCHUR ALGEBRA

In this section, we prove that the q-Schur algebra satisfies properties very similar to
P1, . . . ,P15 for the Iwahori-Hecke algebra. First, we give some preliminary results.

Lemma 3.1. If a ≤L b (resp. ≤R, ≤LR), then σ(a) ≤L σ(b) (resp. ≤R, ≤LR).

Proof. Since a ≤L b, there is c ∈ M(n, r) such that fc,b,a 6= 0. But we have fc,b,a =
h−1
co(a)gσ(c),σ(b),σ(a) with h−1

co(a) 6= 0. Thus gσ(c),σ(b),σ(a) 6= 0 and σ(a) ≤L σ(b). �

Lemma 3.2. If a ≤L b, then co(a) = co(b). If a ≤R b, then ro(a) = ro(b).

Proof. Since a ≤L b there is c ∈ M(n, r) such that fc,b,a 6= 0. From Lemma 2.3 follows
that (ro(a), co(a)) = (ro(c), co(b)) and the result is proved. �
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Lemma 3.3. Let λ, µ, ν ∈ Λ(n, r), x ∈ D+
λ,µ and y ∈ D+

µ,ν . If gx,y,z 6= 0 for some
z ∈W , then z ∈ D+

λ,ν .

Proof. For λ ∈ Λ(n, r) we set Sλ := Wλ∩S, the set of Coxeter generators of the parabolic
subgroup Wλ. Let x ∈ D+

λ,µ and y ∈ D+
µ,ν and gx,y,z 6= 0. On one hand, this means that

l(sx) < l(x) for all s ∈ Sλ and l(ys) < l(y) for all s ∈ Sν . On the other hand, we get
z ≤L y and z ≤R x and thus l(zs) < l(z) for all s ∈ S with l(ys) < l(y) and l(sz) < l(s)
for all s ∈ S with l(sx) < l(x) by [13, Lemma 8.6]. Thus we have in particular that
l(zs) < l(z) for all s ∈ Sν and l(sz) < l(z) for all s ∈ Sλ. Hence z is the longest element
in its Wλ-Wν-double coset in W . �

Lemma 3.4. We have a ≤R b if and only if there is a c ∈M(n, r) with fb,c,a 6= 0.

Proof. By definition, a ≤R b is equivalent to at ≤L bt. This in turn means that there
is a c ∈ M(n, r) such that fct,bt,at 6= 0. As mentioned at the end of Section 2.2 we
have fb,c,a = 0 if and only if fct,bt,at = 0 which directly implies the statement in the
lemma. �

Proposition 3.5. The following properties hold for the q-Schur algebra:
Q1 For any a ∈M(n, r) we have a(a) ≤ ∆(σ(a)).
Q2 If γa,b,d 6= 0 for some d ∈ D(n, r), then we have b = at.
Q3 For every a ∈M(n, r), there is a unique d ∈ D(n, r) with γat,a,d 6= 0.
Q4 If a ≤LR b, then a(a) ≥ a(b).
Q5 If d ∈ D(n, r) and a ∈M(n, r) are such that γat,a,d 6= 0, then γat,a,d = 1.
Q6 For d ∈ D(n, r), we have d = dt.
Q7 For every a, b, c ∈M(n, r), we have γa,b,c = γb,c,a = γc,a,b.
Q8 Let a, b, c ∈M(n, r) be such that γa,b,c 6= 0, then a ∼L bt, b ∼L ct

and c ∼L at.
Q9 If a ≤L b and a(a) = a(b), then a ∼L b.
Q10 If a ≤R b and a(a) = a(b), then a ∼R b.
Q11 If a ≤LR b and a(a) = a(b), then a ∼LR b.
Q13 Every left cell contains a unique element d ∈ D(n, r) and γat,a,d 6= 0

for every a ∼L d.
Q14 For every a ∈M(n, r), we have a ∼LR at.
Q15 Let v′ be a second indeterminate and let f ′x,y,z ∈ Z[v′, v′−1] be obtained from

fx,y,z by the substitution v 7→ v′. If a, a′, b, c ∈W satisfy a(c) = a(b), then∑
b′

f ′c,a′,b′fa,b′,b =
∑
b′

fa,c,b′f
′
b′,a′,b.

Proof. We note that Q1 is a direct consequence of Property P1.
We now will prove Property Q2. We suppose that γa,b,d 6= 0 for some a, b ∈ M(n, r)

and d ∈ D(n, r). Since γa,b,d 6= 0, it follows that fa,b,d 6= 0. Thus we have co(a) = ro(b),
ro(a) = ro(d) and co(b) = co(d) by Lemma 2.3. But co(d) = ro(d) implies ro(a) =
co(b). We now write a = (λ,wa, µ) and b = (µ,wb, λ). We have γa,b,d = γσ(a),σ(b),σ(d).
From σ(d) ∈ D we deduce using P2 that σ(a) = σ(b)−1. It follows that `λ,µ(wa) =
`µ,λ(wb)−1 = `λ,µ(w−1

b ), we get wa = w−1
b and thus Q2 holds.

Let a = (λ,w, µ) ∈ M(n, r). Thanks to Property P3, there is a unique d ∈ D such
that γσ(a)−1,σ(a),d 6= 0. Since σ(a)−1 = σ(at), we deduce that gσ(at),σ(a),d 6= 0. But
σ(at) ∈ D+

µ,λ and σ(a) ∈ D+
λ,µ, then Lemma 3.3 gives d ∈ D+

µ,µ. We denote by d̃ the
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representative of minimal length of the coset WµdWµ and we set d := (µ, d̃, µ). Then
d ∈ D(n, r) and σ(d) = d. It follows that γat,a,d 6= 0 and thus Q3 holds.

The property Q4 follows from P4 and Lemma 3.1. The property Q5 directly follows
from P5, since in our case W is of type A and thus all coefficients of all Kazhdan-Lusztig
polynomials are non-negative by [13, 15.1].

Let d = (λ,w, λ) ∈ D(n, r); we have σ(d) ∈ D, thus P6 gives σ(d)−1 = σ(d).
Therefore, we have `λ,λ(w) = σ(d)−1 = σ(dt) = `λ,λ(w−1), and it follows that w =
w−1; thus Q6 holds. The property Q7 follows directly from P7.

Suppose that γa,b,c 6= 0 for some a, b, c ∈M(n, r), then fa,b,ct 6= 0 and it follows that
co(a) = ro(b) and (ro(a), co(b)) = (ro(ct), co(ct)). Then we have

fbt,at,c = hco(a)gσ(bt),σ(at),σ(c)

= hco(a)gσ(b)−1,σ(a)−1,σ(c)

= hco(a)gσ(a),σ(b),σ(c)−1

= fa,b,ct .

It follows that ct ≤L b and c ≤L at. Using Q7 and the same arguments applied to γb,c,a =
γc,a,b 6= 0, we deduce that a ∼L bt, b ∼L ct and c ∼L at. Thus Q8 holds.

Next we prove Q13. Let a ∈ M(n, r). By Q3 there is a unique d ∈ D(n, r) with
γat,a,d 6= 0 and for this d holds a ∼L d by Q8. But for d, d′ ∈ D(n, r) with d ∼L d′ we
conclude ro(d) = co(d) = co(d′) = ro(d′) using Lemma 3.2 and σ(d) = σ(d′) using
P13 since σ(d) ∼L σ(d′) because of Lemma 3.1. Thus we have proved Q13.

Now we prove Q9. Let a, b ∈ M(n, r) with a ≤L b and a(a) = a(b). We denote
the unique element of D(n, r) in the left cell of a by da (resp. db for b). Using Q4 we
deduce that a(da) = a(a) and a(db) = a(b). Moreover, we have da ≤L db. Thus using
Lemma 3.1 shows that σ(da) ≤L σ(db). Hence, using Property P9, we have σ(da) ∼L
σ(db). However, σ(da) and σ(db) lie in D. Therefore, using P13 in the Iwahori-Hecke
algebra, we deduce that σ(da) = σ(db). We now prove that fda,da,db 6= 0. Since ro(da) =
co(da) = co(db) = ro(db) (thanks to Lemma 3.2), we deduce that

fda,da,db = h−1
co(da)gσ(da),σ(da),σ(db)

.

Using P13, we deduce that γσ(da)−1,σ(da),σ(db)
6= 0; hence gσ(da),σ(da),σ(db)

6= 0. Since
h−1
co(da) 6= 0, it follows that fda,da,db 6= 0. Hence db ≤L da and Q9 follows.

Property Q10 follows from Q9 by transposition since a(a) = a(at) for all a ∈M(n, r)
(use [13, 13.9 (a)]). Property Q11 follows from Q9 and Q10 and induction.

Let a ∈ M(n, r) and d ∈ D(n, r) be the unique element such that a ∼L d given
by Q13. Then at ∼R dt = d and Q14 holds.

Finally, we prove Q15. We first remark that f ′c,a′,b′ 6= 0 if and only if fa,c,b′ 6= 0,
and fa,b′,b 6= 0 if and only if f ′b′,a′,b 6= 0. Moreover if f ′c,a′,b′ 6= 0, then f ′c,a′,b′ =
h′ro(a′)gσ(c),σ(a′),σ(b′) and fa,c,b′ = hco(a)gσ(a),σ(c),σ(b′). If fa,c,b′ 6= 0, then fa,c,b′ =
hco(a)gσ(a),σ(c),σ(b′) and f ′b′,a′,b = h′ro(a′)gσ(b′),σ(a′),σ(b). Here h′µ is obtained from hµ by
the substitution v 7→ v′. We note that hro(a′) and hco(a) do not depend on b′. It follows
from P15 that∑

b′
f ′c,a′,b′fa,b′,b = hro(a′)hco(a)

∑
b′
g′σ(c),σ(a′),σ(b′)gσ(a),σ(b′),σ(b)

= hro(a′)hco(a)

∑
b′
gσ(a),σ(c),σ(b′)f

′
σ(b′),σ(a′),σ(b)

=
∑
b′
fa,c,b′f

′
b′,a′,b.
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�

Proposition 3.6. If a ∼L b and a ∼R b, then a = b.

Proof. Let a = (λa, wa, µa) and b = (λb, wb, µb) be such that a ∼L b and a ∼R b. We
have a ≤L b and at ≤L bt, then using Lemma 3.2 we deduce that µa = µb and λa = λb.
Using Lemma 3.1, we deduce that σ(a) ∼L σ(b) and σ(a) ∼R σ(b). SinceH is of type A,
it follows that σ(a) = σ(b), that is `λa,µa(wa) = `λa,µa(wb) = `λb,µb(wb). Hence we get
wa = wb. �

4. IRREDUCIBLE CELL MODULES AND DUAL BASIS

In this section we view the extension of scalars KSq(n, r) of the q-Schur algebra
Sq(n, r) as a symmetric algebra. This is possible, since it is semisimple (see [1, (9.8)]).
We can take as symmetrising trace form any K-linear form τ : KSq(n, r) → K that is a
K-linear combination

τ =
∑

χ∈Irr(KSq(n,r))

χ

cχ

of the irreducible characters where the cχ are non-zero constants, the so-called Schur ele-
ments (see [10, 7.1.1 and 7.2.6]). Clearly, τ is non-degenerate.

Having fixed τ , we denote for any K-basis (Ba)a∈M(n,r) of KSq(n, r) its dual basis
with respect to τ by (B∨b )b∈M(n,r). That is, we have τ(Ba · B∨b ) = τ(B∨b · Ba) = δa,b
for all a, b ∈M(n, r). Note that this immediately implies that we can write every element
x ∈ KSq(n, r) in the following form:

(4.1) x =
∑

a∈M(n,r)

τ(x ·B∨a )Ba =
∑

a∈M(n,r)

τ(x ·Ba)B∨a

(just write x as a linear combination of the Ba, multiply by some Bb and apply τ ).

Remark 4.1. We have fa,b,c = τ(θa · θb · θ∨c ) for all a, b, c ∈ M(n, r). Moreover, we
note that Formula (4.1) immediately gives us nice formulas for the matrix representations
coming from the left cell modules. For a left cell Γ and an element h ∈ Sq(n, r) the
representing matrix of h on the left cell module LC(Γ) with respect to the basis {θa+S<Γ |
a ∈ Γ} is

(
τ(θ∨b · h · θa)

)
b,a∈Γ

since h ·θa =
∑
b∈M(n,r) τ(θ∨b ·h ·θa) ·θb and it is enough

to sum over those b with b ≤L a.

Lemma 4.2 (Characterisation of ≤L and ≤R). We have a ≤L b if and only if θbθ∨a 6= 0
and a ≤R b if and only if θ∨a θb 6= 0.

Proof. We only show the version with ≤L, the other is completely analogous thanks to
Lemma 3.4. If a ≤L b there exists a c ∈ M(n, r) with fc,b,a = τ(θcθbθ∨a ) 6= 0 which
implies θbθ∨a 6= 0. If we assume the latter, then by the non-degeneracy of τ there is some
c ∈M(n, r) with τ(θcθbθ∨a ) 6= 0 and a ≤L b follows. �

The other major ingredient is the fact that cell modules are simple, more precisely:

Theorem 4.3 (Simple cell modules, see [6] or [7, 4.3]). Let Γ be a left cell and recall
K = Q(v). The extension of scalars K LC(Γ) of the left cell module LC(Γ) for a left cell
Γ is a simple KSq(n, r)-module.

Proof. See [6] or [7, 4.3]. �
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Remark 4.4. This in particular implies that all simple KSq(n, r)-modules can be realised
over the ring A, since their corresponding representating matrices involve only structure
constants of Sq(n, r).

We now directly obtain useful algebra elements by using the simple cell modules:

Theorem 4.5 (Basis of an isotypic component). Let Γ be a left cell and χ the correspond-
ing irreducible character of the left cell module LC(Γ), then the elements(

c−1
χ θa θ

∨
b

)
a,b∈Γ

are K-linearly independent and span the isotypic component of KSq(n, r) belonging to
the character χ. Furthermore, we have the relations(

c−1
χ θa θ

∨
b

)
·
(
c−1
χ θa′θ

∨
b′
)

= δb,a′ · c−1
χ θa θ

∨
b′

for all a, b, a′, b′ ∈ Γ. That is, these elements form a matrix unit for the isotypic component
of KSq(n, r) corresponding to the simple module K LC(Γ).

Proof. By [10, 7.2.7] we get a matrix unit for the isotypic component of KSq(n, r) corre-
sponding to the simple module K LC(Γ) by the elements

1
cχ

∑
c∈M(n,r)

τ(θ∨b · θc · θa) · θ∨c =
1
cχ

∑
c∈M(n,r)

τ(θc · θaθ∨b ) · θ∨c

for a, b ∈ Γ. But this is equal to c−1
χ θaθ

∨
b by Formula (4.1). �

Corollary 4.6. Let Γ be a left cell and χ the corresponding irreducible character of the
left cell module LC(Γ). Then the element

eΓ :=
1
cχ

∑
a∈Γ

θaθ
∨
a

is the central primitive idempotent ofKSq(n, r) corresponding to the irreducible character
χ.

Proof. By Theorem 4.5 eΓ lies in the isotypic component corresponding to the character χ
and is mapped to the identity matrix in the corresponding matrix representation. �

Lemma 4.7 (Isomorphism of left cell modules and two-sided cells). Let Γ and Γ′ be left
cells. If K LC(Γ) and K LC(Γ′) are isomorphic KSq(n, r)-modules then Γ and Γ′ lie in
the same two-sided cell.

Proof. Let χ be the irreducible character of the left cell module LC(Γ) and χ′ that of
LC(Γ′). The modules K LC(Γ) and K LC(Γ′) are isomorphic if and only if eΓ · eΓ′ =
eΓ′ · eΓ 6= 0 (and in this case eΓ = eΓ′ ). Now assume this case. Then

0 6= 1
c2χ

∑
a∈Γ

∑
b∈Γ′

θaθ
∨
a θbθ

∨
b =

1
c2χ

∑
a∈Γ

∑
b∈Γ′

θbθ
∨
b θaθ

∨
a

and thus there is at least one pair (a, b) ∈ Γ × Γ′ such that θ∨a θb 6= 0. By Lemma 4.2 this
implies a ≤R b. Since eΓ and eΓ′ commute, the same argument shows b′ ≤R a′ for some
a′ ∈ Γ and b′ ∈ Γ′. Thus, Γ and Γ′ lie in the same two-sided cell in that case. �

For what follows we need the following statement about Iwahori-Hecke-Algebras of
type A:
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Theorem 4.8 (Equal cell modules in the Iwahori-Hecke algebra). Let H be a generic
Iwahori-Hecke-Algebra of type A as in Section 2. If x ∼L y and z ∼L w and x ∼R z and
y ∼R w, then CxDy−1 = CzDw−1 . In particular, we have

gu,x,y = τ(CuCxDy−1) = τ(CuCzDw−1) = gu,z,w

for all u ∈W .

Proof. This statement is already implicitly stated in [12]. Namely, it is shown there in the
proof of Theorem 1.4 that the two left cell modules defined by the left cell containing x, y
and the one containing z, w are isomorphic since all four lie in the same two-sided. The
exact statement there is that two W -graphs are isomorphic, which means in particular that
not only the two left cell modules are isomorphic, but that even the matrix representations
with respect to the bases {Cv | v ∼L x} and {Cw | w ∼L z} are equal. But this exactly
means, that

τ(Dy−1CuCx) = τ(Dw−1CuCz)
for all u ∈W which we claim. �

Now we begin to use statements Q1 to Q14:

Theorem 4.9 (Equality of different left cell modules). Let Γ,Γ′ be left cells such that
K LC(Γ) and K LC(Γ′) are isomorphic KSq(n, r)-modules. Let d be the unique element
in Γ′ ∩ D(n, r) (use Q13) and c ∼L d that is c ∈ Γ′. Then there are unique a, b ∈ Γ with
a ∼R c and b ∼R d and we have θaθ∨b = θcθ

∨
d .

Proof. Let χ be the irreducible character of the left cell module LCΓ′ . We denote by cχ
the corresponding Schur element. Since c ∼L d, it follows from Theorem 4.5 that

θd θ
∨
c θc θ

∨
d = cχθd θ

∨
d .

Therefore we have τ(θ∨c θc θ
∨
d θd) 6= 0 and hence θc θ

∨
d acts non-trivially on the module

LC(Γ′) (see Remark 4.1) and thus also on the isomorphic module LC(Γ).
This means that there is at least one pair (a, b) ∈ Γ× Γ such that

τ(θb θ
∨
a · θc θ∨d ) = τ(θ∨a · θc θ∨d · θb) = τ(θc θ

∨
d · θb θ∨a ) 6= 0.

But then in particular θ∨a θc 6= 0 and thus a ≤R c by Lemma 4.2. Since Γ and Γ′ lie in
the same two-sided cell by Lemma 4.7, we conclude a ∼LR c and thus by Q4 and Q10
a ∼R c. Analogously, we show b ∼R d. By Proposition 3.6 we conclude that there is only
one such pair (a, b) since both are uniquely defined by their membership in a left and a
right cell.

We now show that fe,a,b = fe,c,d for all e ∈M(n, r) and thus θa θ
∨
b = θc θ

∨
d . We have

co(a) = co(b) and co(c) = co(d) = ro(d) = ro(b) and ro(a) = ro(c) by Lemma 3.2 and
the fact that d ∈ D(n, r). Thus, if ro(e) 6= ro(b) or co(e) 6= ro(a) then both sides are zero
by Lemma 2.3. Otherwise, we have

fe,a,b = h−1
co(e) · gσ(e),σ(a),σ(b) and fe,c,d = h−1

co(e) · gσ(e),σ(c),σ(d)

and thus the equality fe,a,b = fe,c,d follows from

σ(a) ∼L σ(b) ∼R σ(d) ∼L σ(c) ∼R σ(a)

using Lemma 3.1 and Theorem 4.8. The non-degeneracy of τ now immediately implies
θa θ
∨
b = θc θ

∨
d . �

With this we get the following result, for which we first need one more piece of notation:
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Definition 4.10 (Schur elements of characters of left cell modules). Let d ∈ D(n, r) and
Γ the unique left cell with d ∈ Γ (remember Q13). We denote the left cell module LC(Γ)

by LC(d) and the Schur element corresponding to the irreducible character of LC(d) by cd.

Theorem 4.11 (Wedderburn basis). Let τ be an arbitrary non-degenerate symmetrising
trace form on KSq(n, r). The set

B := {c−1
d θc θ

∨
d | c ∈M(n, r), d ∈ D(n, r), c ∼L d}

is a Wedderburn basis of KSq(n, r). Two elements c−1
d θc θ

∨
d and c−1

d′ θc′θ
∨
d′ lie in the same

isotypic component if and only if LC(d) ∼= LC(d′).
For c−1

d θc θ
∨
d , c
−1
d′ θc′θ

∨
d′ ∈ B we have the following equation:

c−1
d θc θ

∨
d · c−1

d′ θc′θ
∨
d′ =


0 if LC(d) 6∼= LC(d′)

0 if LC(d) ∼= LC(d′) and d 6∼R c′

c−1
d′ θc′′θ

∨
d′ if LC(d) ∼= LC(d′) and d ∼R c′

Here, c′′ in the last case is the unique element with c′′ ∼L d′ and c′′ ∼R c and the statement
contains the information that such a c′′ in fact exists.

Proof. By Theorem 4.5 the elements c−1
d θc θ

∨
d and c−1

d′ θc′θ
∨
d′ both lie in an isotypic com-

ponent. Thus, if LC(d) 6∼= LC(d′) then clearly their product is zero.
Now assume that the left cell modules are isomorphic. Let Γ be an arbitrary left cell,

such that K LC(Γ) is isomorphic to K LC(d) and K LC(d′) and denote the corresponding
irreducible character by χ. By Theorem 4.9 there are unique a, b, a′, b′ ∈ Γ with

a ∼R c and b ∼R d and a′ ∼R c′ and b′ ∼R d′

and we have θa θ
∨
b = θc θ

∨
d and θa′θ

∨
b′ = θc′θ

∨
d′ . Thus, Theorem 4.5 implies that the

product in the theorem is 0 if b 6= a′ and equal to c−1
χ θa θ

∨
b′ otherwise. We remark that if

d ∼R c′, then a′ ∼R b by transitivity. But using Proposition 3.6, a′, b ∈ Γ implies b = a′.
Hence b = a′ if and only if d ∼R c′ which proves case two in the equation.

Finally, we assume also d ∼R c′. Then, as c′′ runs through the left cell that contains d′,
we can apply Theorem 4.9 to each θc′′θ

∨
d′ and the left cell Γ. Since b′ ∈ Γ and b′ ∼R d′ we

get that
{θc′′θ∨d′ | c′′ ∼L d′} = {θa′′θ∨b′ | a′′ ∈ Γ}

and both sets have cardinality |Γ|. Thus, there is a unique c′′ with θc′′θ
∨
d′ = θa θ

∨
b′ charac-

terised by a ∼R c′′ ∼L d′ and the theorem is proved. �

Corollary 4.12 (Idempotents). The elements c−1
d θd θ

∨
d with d ∈ D(n, r) are pairwise

orthogonal primitive idempotents whose sum is the identity 1 ∈ Sq(n, r). The central
primitive idempotent corresponding to an irreducible character χ of KSq(n, r) is equal to∑

d∈D(n,r)
LC(d) has character χ

c−1
d θd θ

∨
d

Proof. This follows directly from Theorems 4.11, 4.9 and 4.5. �

Corollary 4.13 (Left cell modules as submodules). Let d ∈ D(n, r). Then the A-span

Ld := 〈θc θ∨d | c ∼L d〉A
is a left Sq(n, r)-module by the multiplication in KSq(n, r) that is isomorphic to the left
cell module LC(d). In fact, the representing matrices with respect to the basis (θc θ

∨
d )c∼Ld
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are equal to the representing matrices coming from the left cell module LC(d) with respect
to its standard basis.

Proof. Let Γ be the left cell that contains d. Then by Formula (4.1) we have for every
h ∈ Sq(n, r):

hθc =
∑

c′∈M(n,r)

τ(θ∨c′ · hθc) · θc′ .

Moreover, for a ∈ A, there is αa ∈ A such that

h =
∑

a∈M(n,r)

αaθa.

Hence, for c, c′ ∈ M(n, r), we have τ(θ∨c′ · hθc) ∈ A, because τ(θ∨c′ · θaθc) ∈ A (see
Remark 4.1). Multiplying this from the right with θ∨d we get

hθc θ
∨
d =

∑
c′∈M(n,r)

τ(hθc θ
∨
c′) · θc′θ∨d ,

where we only have to sum over c′ ∈ Γ, since all the summands are zero unless d ≤L
c′ ≤L c by Lemma 4.2, which is equivalent to c′ ∈ Γ. We then deduce that Ld is a left
Sq(n, r)-module. Moreover, comparing with Remark 4.1, this shows the statement about
the representing matrices. �

Corollary 4.14. The Schur algebra Sq(n, r) is contained in theA-span of the Wedderburn
basis B:

Sq(n, r) ⊆ 〈B〉A
Proof. Let Γ1, . . . ,Γn be left cells, such that the corresponding left cell modules form
a system of representatives for the isomorphism types of simple left KSq(n, r)-modules.
The mapping that maps h ∈ KSq(n, r) to its tuple of representing matrices in the cell mod-
ules LC(Γ1), . . . ,LC(Γn) with respect to their standard basis is an explicit isomorphism to a
direct sum of full matrix rings over K. In this isomorphism, the elements of B are mapped
to a matrix unit, that is, to tuples of matrices, in which exactly one matrix is non-zero, and
this matrix contains exactly one non-zero coefficient equal to 1. The elements of Sq(n, r)
are mapped to tuples of matrices with entries in A, since their representing matrices on the
cell modules have entries in A (see the remark after Theorem 4.3). Therefore, Sq(n, r) lies
in the A-span of B. �

Proposition 4.15. Let τ be a non-degenerate symmetrising trace form on KSq(n, r). We
denote by B the corresponding Wedderburn basis obtained in Theorem 4.11. Then, the
dual basis of B relative to τ is

B∨ = {θcθ∨d | c ∈M(n, r), d ∈ D(n, r), c ∼L d}.

Proof. Note first, that since τ is non-degenerate and B is a basis of KSq(n, r), there must
be at least one element c−1

d′ θc′θ
∨
d′ ∈ B such that τ(c−1

d θc θ
∨
d ·c−1

d′ θc′θ
∨
d′) is non-zero. Since

cd′ 6= 0, we have in particular τ(c−1
d θc θ

∨
d θc′θ

∨
d′) 6= 0. We try to find out, which element

θc′θ
∨
d′ this can be:

By Theorem 4.11, the value τ(c−1
d θc θ

∨
d θc′θ

∨
d′) is equal to zero, if LC(d) 6∼= LC(d′) or

d 6∼R c′. If however LC(d) ∼= LC(d′) and d ∼R c′, then it is equal to τ(θc′′θ
∨
d′) where c′′

is uniquely defined by c′′ ∼L d′ and c′′ ∼R c. If c′′ 6= d′, then this value is also equal to
0 because of the original definition of {θ∨a | a ∈ M(n, r)}. If however c′′ = d′ we can
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show that c′ = ct using Proposition 3.6: Namely, we have c′ ∼L d′ = c′′ ∼R c and thus
c′ ∼L ct by transposition. Further, we have c′ ∼R d ∼L c and thus again by transposition
c′ ∼R ct. Thus, c′ and ct are both left and right equivalent and therefore equal.

Thus, we deduce that
τ(c−1

d θc θ
∨
d · θc′θ∨d′) = δc′,ct

for all c ∈ M(n, r) and d ∈ D(n, r) with c ∼L d, and all c′ ∈ M(n, r) and d′ ∈ D(n, r)
with c′ ∼L d′. �

Remark 4.16. Note that as a byproduct we have proved the following result: If c ∈M(n, r)
and d ∈ D(n, r) with c ∼L d, and d′ ∈ D(n, r) with ct ∼L d′, then LC(d) ∼= LC(d′).

We now talk about A-sublattices of KSq(n, r).

Definition/Proposition 4.17 (A-sublattices ofKSq(n, r) and their duals). By anA-lattice
in KSq(n, r) we mean an A-free A-submodule that contains a K-basis of KSq(n, r). Let
L ⊆ KSq(n, r) be an A-lattice. Then we set

L∨ := {h ∈ KSq(n, r) | τ(hx) ∈ A for all x ∈ L}
and call it the dual lattice of L. Since τ is non-degenerate, L∨ is again an A-lattice in
KSq(n, r), namely, if (ba)a∈M(n,r) is an A-basis of L, then the dual basis (b∨a )a∈M(n,r) is
an A-basis of L∨. Clearly, if L ⊆ N are two A-lattices in KSq(n, r), then N∨ ⊆ L∨.

Note that we do not require an A-lattice to be an A-algebra! �

Proposition 4.18 (The dual is an Sq(n, r)-module). We have Sq(n, r) · Sq(n, r)∨ ⊆
Sq(n, r)∨.

Proof. Fix h ∈ Sq(n, r) and k ∈ Sq(n, r)∨. We have to show that hk ∈ Sq(n, r)∨.
However, for every x ∈ Sq(n, r) holds τ(hkx) = τ(kxh). Since xh ∈ Sq(n, r) (because
Sq(n, r) is an algebra), and k ∈ Sq(n, r)∨ we get τ(kxh) ∈ A. �

For the rest of this section we let τ =
∑
χ∈Irr(KSq(n,r)) χ, that is, we choose τ such

that all Schur elements are equal to 1.

Proposition 4.19 (The Wedderburn-basis is self-dual). Let τ =
∑
χ∈Irr(KSq(n,r)) χ. Then

〈B〉∨A = 〈B〉A
for the Wedderburn basis B from Theorem 4.11.

Proof. Since τ is the sum of the irreducible characters, all Schur elements cχ are equal to
one. It is then a direct consequence of Proposition 4.15. �

Corollary 4.20 (The dual of Sq(n, r)). From Lemma 4.14 and Proposition 4.19 follows

〈B〉A ⊆ Sq(n, r)
∨

Proof. Dualising reverses inclusion. �

5. THE ASYMPTOTIC ALGEBRA AND THE DU-LUSZTIG HOMOMORPHISM

In this section we briefly recall the definition of the asymptotic algebra J (n, r) for
the q-Schur algebra Sq(n, r) and of the Du-Lusztig homomorphism Φ from Sq(n, r) to
J (n, r). We then show that this algebra is isomorphic to the algebra 〈B〉A spanned by
our Wedderburn basis B and that the Du-Lusztig homomorphism can be interpreted as the
inclusion of Sq(n, r) into 〈B〉A.
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Definition 5.1 (The asymptotic algebra J (n, r)). Let J (n, r) be the free abelian group
with basis {ta | a ∈M(n, r)}. We define a multiplication on J (n, r) by setting

tatb =
∑

c∈M(n,r)

γa,b,ct · tc.

We set D(n, r)λ := D(n, r) ∩Mλ,λ. Following Du, we denote the extension of scalars of
J (n, r) to A by J (n, r)A.

Lemma 5.2 (See [7, (2.2.1)]). The Z-algebra J (n, r) is associative with the identity ele-
ment ∑

d∈D(n,r)

td.

Theorem 5.3 (The Du-Lusztig homomorphism Φ, see [7, (2.3]). The A-linear map Φ :
Sq(n, r)→ J (n, r)A defined by

Φ(θa) :=
∑

b∈M(n,r)
d∈D(n,r)µ
a(d)=a(b)

fa,d,b · tb =
∑

b∈M(n,r)
d∈D(n,r)
d∼Lb

fa,d,b · tb, where µ = co(a)

is an algebra homomorphism and becomes an isomorphism KSq(n, r)→ J (n, r)K when
tensored with the field of fractions K of A.

Proof. See [7, 2.3]. The latter equation holds, since fa,b,d = 0 unless d ≤L b, and Q9
implies d ∼L b in this case. Also we can safely sum over all ofD(n, r) neglecting the index
µ, since all elements d ∈ D(n, r) fulfill ro(d) = co(d) by definition (see Definition 2.5
and the remark there) and fa,d,b = 0 unless co(a) = ro(d) anyway. �

We can now present our main theorem, which links our Wedderburn basis B to the
asymptotic algebra:

Theorem 5.4 (Preimage of the t-basis under the Du-Lusztig homomorphism). Let τ be
an arbitrary non-degenerate symmetrising trace form. All dual bases in the following are
meant with respect to τ .

With the above notation we have

Φ(c−1
d θc θ

∨
d ) = tc for all c ∈M(n, r).

Proof. The rightmost sum in Theorem 5.3 has the advantage that it provides a formula for
the image of an arbitrary element h ∈ KSq(n, r) under the Du-Lusztig homomorphism,
since it is obviously K-linear in θa:

Φ(h) =
∑

b∈M(n,r)
d′∈D(n,r)
d′∼Lb

τ(h · θd′θ∨b ) · tb

(recall τ(θaθd′θ∨b ) = fa,d′,b). But now we can immediately set h := c−1
d θc θ

∨
d for some

c ∈ M(n, r) and d ∈ D(n, r) with c ∼L d. The value τ(c−1
d θc θ

∨
d · θd′θ∨b ) is zero (see

Lemma 4.2) unless b ≤R c ∼L d ≤R d′ ∼L b and this implies b ∼R c and d′ ∼R d
using Q4 and Q10. But this means d′ = d by Q13 and the definition of ∼R and thus
b = c because of Lemma 3.6. Thus, in the sum there is only one non-zero summand,
which is τ(c−1

d θc θ
∨
d · θd θ∨c )tc. Now everything is in a single left cell such that we can use

Theorem 4.5 to get

τ(c−1
d θc θ

∨
d · θd θ∨c ) · tc = τ(θc θ

∨
c ) · tc = tc
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as claimed. �

We can summarise our results in the following way:

Theorem 5.5 (New interpretation of the Du-Lusztig homomorphism). Let τ be an arbi-
trary non-degenerate symmetrising trace form on KSq(n, r). We define the set B as in
Theorem 4.11 and we set

Jτ = 〈B〉A .
The following diagram commutes and all unmarked arrows are identities or natural inclu-
sions:

Sq(n, r) // Jτ //

Φ ∼=
��

KSq(n, r)

Φ ∼=
��

Sq(n, r) Φ // J (n, r)A // J (n, r)K

Thus, the asymptotic algebra J (n, r)A is nothing but the A-span of our Wedderburn basis
and the Du-Lusztig homomorphism Φ can simply be interpreted as the inclusion of Sq(n, r)
into 〈B〉A. Furthermore, our results directly and explicitly show that 〈B〉A is isomorphic
as an A-algebra to a direct sum of full matrix rings over A.

6. A CRITERION FOR JAMES’ CONJECTURE

In this section we show how our results provide an equivalent formulation of a con-
jecture about the representation theory of specialisations of the q-Schur algebra. We first
recall the conjecture.

The construction of the Iwahori-Hecke algebra of type A and of the q-Schur algebra as
in Section 2 together with their Kazhdan-Lusztig bases can be carried out over an arbitrary
integral domain R with quotient field k and with an arbitrary invertible parameter q ∈ R
having a square root in that domain. We denote the resulting algebra by Sq(n, r)R and its
extension of scalars to k by Sq(n, r)k.

The case of the Laurent polynomial ring A = Z[v, v−1] and q = v2 is called the
“generic” case, since for every other choice (R, q) there is a ring homomorphism ϕ :
Z[v, v−1]→ R mapping v2 to q ∈ R, which induces a ring homomorphism Sv2(n, r)A →
Sq(n, r)R ⊆ Sq(n, r)k. This is called a “specialisation”.

It is known, that Sq(n, r)k is semisimple unless q is an e-th root of unity. If q is a
root of unity, then there is a decomposition matrix, which records the multiplicities of the
simple modules in the so-called “standard modules”. For the case that k has characteristic
zero, recent work by Lascoux, Leclerc and Thibon, and Varagnolo and Vasserot yields a
complete determination of these decomposition matrices (see [15], [8] and the references
there). However, the case of positive characteristic is still open.

James’ conjecture is a statement about this modular case. Roughly speaking, it asserts
that if k is a field of characteristic ` and the multiplicative order e of the parameter q ∈
k is greater than r, then the decomposition matrix of Sq(n, r)k does not depend on the
particular value of ` but only on e.

We now want to make this statement more precise. Both the simple modules and the
standard modules have a labelling by the set Λ(n, r). Let V λk,q denote the standard module
and Mµ

k,q the simple module of Sq(n, r)k corresponding to λ and µ respectively. Then the
decomposition matrix for Sq(n, r)k consists of the numbers

dk,qλ,µ := multiplicity of Mµ
k,q in V λk,q.
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Conjecture 6.1 (James, see [11, §4] and [8, §3]). If ` > r and e is the multiplicative order
of q ∈ k, then dk,qλ,µ = d

Q(ζe),ζe
λ,µ for all λ, µ ∈ Λ(n, r), where ζe is a complex primitive e-th

root of unity.

Meinolf Geck has shown in [9, Theorem 1.2] that this statement is equivalent to the fact
that, for ` > r, the rank of the Du-Lusztig homomorphism Φ : Sq(n, r)k → J (n, r)k
with respect to the two bases (θa)a∈M(n,r) and (ta)a∈M(n,r) is equal to the rank of the
corresponding Du-Lusztig homomorphism Sζ22e(n, r)Q(ζ2e) → J (n, r)Q(ζ2e) with respect
to the corresponding bases, where e is the multiplicative order of q ∈ k and ζ2e is a primi-
tive 2e-th root of unity in C. In particular, the rank does not depend on the characteristic `
of k.

In view of our Theorem 5.5 this immediately implies:

Theorem 6.2 (An equivalent formulation of James’ conjecture). Let {θa | a ∈ M(n, r)}
be the Du-Kazhdan-Lusztig-basis of Sq(n, r) and let τ be a non degenerate symmetrising
trace form forKSq(n, r). Let {θ∨a | a ∈M(n, r)} be the dual basis of {θa | a ∈M(n, r)}
with respect to τ . Let B be the basis defined in Theorem 4.11. Let s := |M(n, r)| and
M = (ma,b)a,b∈M(n,r) ∈ As×s be the matrix, for which

θa =
∑

c∈M(n,r)

ma,c · c−1
d θc θ

∨
d

with c−1
d θc θ

∨
d ∈ B holds for all a ∈M(n, r).

Let ` be a prime and ϕ` : Z[v, v−1] → F` a ring homomorphism, such that the multi-
plicative order of ϕ`(v) is equal to 2e. Denote by ϕ`(M) the matrix in Fs×s` that one gets
by applying the ring homomorphism ϕ` to every entry of M .

Let ζ2e be a primitive 2e-th root of unity in C and ϕe : Z[v, v−1]→ Q(ζ2e) be the ring
homomorphism mapping v to ζ2e. Then there is a ring homomorphism ϕe` : Z[ζ2e] → F`
with ϕ` = ϕe` ◦ ϕe. Denote by ϕe(M) the matrix in Q(ζ2e)s×s that one gets by applying
the ring homomorphism ϕe to every entry of M .

Then James’ conjecture is equivalent to the fact that for ` > r the ranks of ϕ(M) (over
F`) and of ϕe(M) (over Q(ζ2e)) are equal.

Let τ be a non-degenerate symmetrising trace form on KSq(n, r). We denote by {θa |
a ∈ M(n, r)} the Du-Kazhdan-Lusztig-basis of Sq(n, r) and by {θ∨a | a ∈ M(n, r)}
its dual basis relative to τ . As above, we denote by B the Wedderburn basis obtained in
Theorem 4.11. Moreover, we denote by M = (ma,b)a,b∈M(n,r) the change of basis matrix
from {θa | a ∈M(n, r)} to B as above and by Pτ = (pa,b)a,b∈M(n,r) the change of basis
matrix from {θa | a ∈M(n, r)} to {θ∨a | a ∈M(n, r)}, that is:

θa =
∑

b∈M(n,r)

pa,b · θ∨b

for all a ∈M(n, r). Formula (4.1) implies that

Pτ = (τ(θaθb))a,b∈M(n,r) and P−1
τ = (τ(θ∨a θ

∨
b ))a,b∈M(n,r) .

Lemma 6.3. With the above notation, the matrix

D = MTP−1
τ M

is monomial and its entries are the Schur elements cd associated to d ∈ D(n, r) as in
Definition 4.10.
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Proof. The matrix MT is the change of basis matrix from B∨ to {θ∨a | a ∈ M(n, r)} and
thus the matrix D is the change of basis matrix from B∨ to B, that is:

θcθ
∨
d =

∑
c′∈M(n,r)

dc,c′c
−1
d′ θc′θ

∨
d′

for all θcθ∨d ∈ B∨. Using Proposition 4.15, the result follows. �

Proposition 6.4 (A criterion for James’ conjecture). Let τ be a non-degenerate symmetris-
ing trace form on KSq(n, r). Let ϕe : A → Z[ζ2e], v 7→ ζ2e be a specialisation to char-
acteristic 0 where v2 is mapped to a primitive e-th root of unity in a cyclotomic field and
ϕ` : A → F` is a second specialisation to characteristic ` such that there is a ring homo-
morphism ϕe` : Z[ζ2e]→ F` with ϕ` = ϕe` ◦ ϕe. We suppose that ` > r and the following
hypotheses on τ :

• The Schur elements cd for d ∈ D(n, r) lie in A.
• The coefficients of the matrix P−1

τ lie in A.
• Let a be the number of Schur elements cd for d ∈ D(n, r) that do not vanish under
ϕe and b the number of Schur elements that do not vanish under ϕ`. The numbers
a and b are both equal to the rank over Q(ζ2e) of the matrix ϕe(M) for M from
above.

Note that we denote with the notation ϕe(M) the matrix one gets from M by applying the
ring homomorphism ϕe on every entry.

If τ can be found fulfilling all these hypotheses, then James’ conjecture holds for all
` > r for which ϕ` as above exist.

Proof. We denote by M the change of basis matrix from {θa | a ∈ M(n, r)} to B as
above. Then Lemma 6.3 asserts that

D = MTP−1
τ M.

Thanks to Theorem 4.11, the coefficients of the matrix M lie in A. By hypothesis, the
matrix P−1

τ has coefficients in A. By Lemma 6.3 and the first hypothesis the entries of D
are also in A.

Since the matrices D, M , MT , and P−1
τ have coefficients in A, the matrices ϕe(D),

ϕe(M), ϕ`(D), ϕ`(M), ϕ`(MT ) and ϕ`(P−1
τ ) are well-defined. We then have the fol-

lowing equality
ϕ`(D) = ϕ`(MT ) · ϕ`(P−1

τ ) · ϕ`(M),
implying that rkF`(ϕ`(D)) ≤ rkF`(ϕ`(M)). Moreover we have ϕ`(M) = ϕe`(ϕe(M)).
Since ϕe` is a ring homomorphism, we deduce that

rkF`(ϕ`(M)) ≤ rkQ(ζ2e)(ϕe(M)).

Since D is a monomial matrix containing only the Schur elements as non-zero entries,
the numbers a and b from the hypotheses are the ranks of ϕe(D) and ϕ`(D) respectively.
However, if as in the last hypothesis the ranks of ϕe(M) and ϕ`(D) are equal, then it
follows that rkF`(ϕ`(M)) ≤ rkF`(ϕ`(D)). We then deduce that

rkF`(ϕ`(M)) = rkF`(ϕ`(D)),

and the result now follows from Theorem 6.2. �

Remark 6.5. To prove James’ conjecture it is enough to find a symmetrising trace form
τ on KSq(n, r) such that the hypotheses of Proposition 6.4 are satisfied. We notice that
the assumption on Pτ in the statement of Proposition 6.4 is “generic” in the sense that this
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property only depending on the “generic” q-Schur algebra, but not on specialisations over
finite fields.

Remark 6.6. We can replace the second assumption of Proposition 6.4 by the fact that the
matrix P−1

τ M (or MTP−1
τ ) has its coefficients in A.

Remark 6.7. For the usual trace form τ on Iwahori-Hecke algebras of type A, we note
that the assumptions of Proposition 6.4 hold. Then using [14], we can prove in a way
similar to the one of the proof of Proposition 6.4 that the rank of the Lusztig homomorphim
(specialized in a finite field F` by ϕ` : A → F` mapping v2 to an element q ∈ F` with
multiplicative order e as above) does not depend on `. However as noted by Geck in [9]
an analogue result as Theorem 6.2 in Iwahori-Hecke algebras does not imply the Iwahori-
Hecke algebras James’ conjecture.

REFERENCES

[1] Charles W. Curtis and Irving Reiner. Methods of representation theory. Vol. I. Wiley Classics Library. John
Wiley & Sons Inc., New York, 1990. With applications to finite groups and orders, Reprint of the 1981
original, A Wiley-Interscience Publication.

[2] Richard Dipper and Gordon James. Representations of Hecke algebras of general linear groups. Proc. Lon-
don Math. Soc. (3), 52(1):20–52, 1986.

[3] Richard Dipper and Gordon James. The q-Schur algebra. Proc. London Math. Soc. (3), 59(1):23–50, 1989.
[4] Richard Dipper and Gordon James. q-tensor space and q-Weyl modules. Trans. Amer. Math. Soc.,

327(1):251–282, 1991.
[5] Jie Du. Kazhdan-Lusztig bases and isomorphism theorems for q-Schur algebras. In Kazhdan-Lusztig theory

and related topics (Chicago, IL, 1989), volume 139 of Contemp. Math., pages 121–140. Amer. Math. Soc.,
Providence, RI, 1992.

[6] Jie Du. Canonical bases for irreducible representations of quantum GLn. II. J. London Math. Soc. (2),
51(3):461–470, 1995.

[7] Jie Du. q-Schur algebras, asymptotic forms, and quantum SLn. J. Algebra, 177(2):385–408, 1995.
[8] Meinolf Geck. Representations of Hecke algebras at roots of unity. Astérisque, (252):Exp. No. 836, 3, 33–
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