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Introduction

In the 1940s, EILENBERG and MACLANE developed a homology theory for groups (see [10], [11] for example).
By definition, the homology of a group G is the (singular) homology of a connected CW-space T', called its
classifying space, whose fundamental group 7t (T') is isomorphic to the given group G and whose higher homotopy
groups 70, (T) for n > 2 are all trivial. Previously, they and HUREWICZ (cf. [14] resp. [18]) had independently
recognised that the homotopy type and hence the homology of such a topological space is uniquely determined
by its fundamental group. In fact, the achievement of EILENBERG and MACLANE was their purely algebraic
approach to the homology of groups, circumventing topological spaces. To this end, they implicitly used a
combinatorial model for the topological space in question, namely the classifying simplicial set BG of the
group G. The calculation of its homology leads to the homological algebra description of the homology of G
via a projective resolution.

So groups determine connected homotopy types T with only 711 (T') as non-vanishing homotopy group. The
homology of T is algebraically calculable starting from this group. Later, in 1949, WHITEHEAD introduced
crossed modules (cf. [30]), which determine connected homotopy types T' with only 711 (T") and 72(T") as non-
vanishing homotopy groups (cf. [25]), also known as 2-types. Examples of crossed modules comprise inclusions
of normal subgroups in a group, the inner automorphism homomorphism from a group to its automorphism
group, or any surjection from a central extension of a group to this group.

In this work, we want to calculate the homology of T algebraically. Therefore we can now proceed as follows.
Given a crossed module V' corresponding to T', we attach a classifying simplicial set BV to V', combinatorially
modelling T'. The homology of BV is given in algebraic terms and calculates the homology of T'. In analogy to
the definition of the homology of groups, we may now define the homology of V' as the homology of T, or, what
amounts to the same, of BV.

The construction of the classifying simplicial set BV is done in two steps. First, we associate to V' a simplicial
group, its coskeleton Cosk V. Second, we construct a classifying simplical set BG for a general simplicial
group G. Thereafter we may define BV := B Cosk V.

To motivate this construction, firstly, we can mention that to a simplicial group G, we can associate a crossed
module Trunc G. If only the first two homotopy groups of G are nontrivial, then there is a weak homotopy
equivalence Cosk Trunc G ~ G, so that each such simplicial group is modelled by a crossed module via Cosk.
Secondly, simplicial groups model all connected homotopy types via B.

To construct the classifying simplicial set BG of a simplicial group G, there are two possibilities.

First, KAN introduced in [20] the Kan classifying functor W. This functor is the right adjoint and actually,
the homotopy inverse to the Kan loop group functor, which is a combinatorial analogon to the topological loop
space functor. This justifies calling WG a classifying simplicial set of G.

Second, we can invoke bisimplicial sets in the following way. As mentioned in the beginning, we can attach
a classifying simplicial set to a group, which in this context shall be called its nerve. A simplicial group is a
sequence of groups, together with so-called face and degeneracy morphisms between them. So we can apply
this nerve functor to the groups occuring in this sequence. We end up with two simplicial directions, one from
the simplicial group and one from the nerve construction; i.e. we end up with a bisimplicial set B®)G. Reading
off the diagonal simplicial set of this bisimplicial set, we obtain the second variant for the classifying simplicial
set of G.

The second variant is more common; the first, however, yields smaller objects in a certain sense, which is more
convenient for direct calculations.



vi INTRODUCTION

associated
(simplicial) complex ( complexes ) homology (abelian)
Kan_ sets of abelian groups > \ groups
classifying A
functor

< coskeleton i . . total diagonal . .
(rfxl;aoc?;?gs) —_— (Slg;g};glsal) snnplémal simplicial COtI‘(I)ltpalleX approximation
se set
nerve associated associated
double spectral
bisimplicial complex double sequence spectral
sets complexes sequences

It is well-known that these two variants for the classifying simplicial set of G are indeed homotopy equivalent
after topological realisation (). Better still, the Kan classifying functor W can be obtained as the composite
of the nerve functor with a so-called total simplicial set functor introduced by ARTIN and MAZUR [1] (?); and
CEGARRA and REMEDIOS [7] showed that already the total simplicial set functor and the diagonal functor yield
homotopy equivalent results after topological realisation (®).

Here, we will give an algebraic proof by constructing a simplicial homotopy equivalence between both simplicial
sets. In other words, we show that the triangle in the diagram above commutes up to simplicial homotopy
equivalence. This confirms in an algebraic way that both variants for the classifying simplicial set of G essentially
coincide. As far as the author is aware, so far, this has only been known in a topological way.

The homology of a crossed module V is defined to be the homology of its classifying simplicial set BV. More
generally, to calculate the homology of a simplicial set, one associates a complex to it and takes its homology.
Similarly, we can attach a double complex to a bisimplicial set. To a double complex in turn, we can attach its
total complex. The generalised Eilenberg-Zilber theorem (due to DOLD, PUPPE and CARTIER [9]) states that
the total complex of the double complex associated to a bisimplicial set is homotopy equivalent to the complex
associated to its diagonal simplicial set; i.e. the quadrangle in the middle of the diagram above commutes up
to homotopy equivalence of complexes.

We solve the exercise of constructing an explicit homotopy equivalence to prove Eilenberg-Zilber, adapting the
arguments of EILENBERG and MAC LANE in [12] and [13].

The homology of the total complex of a double complex can be approximated by means of a spectral sequence.
Its starting terms are the horizontally taken homology groups of the vertically taken homology; it converges to
the homology of the total complex. In our case of the classifying bisimplicial set B(®)G of a simplicial group G,
this yields the Jardine spectral sequence [19], whose starting terms involve ordinary group homology, and which
converges to the homology of G. So the second variant of the classifying simplicial set of G enables us to use
a spectral sequence. In particular, taking G = Cosk V' for a crossed module V', this yields a spectral sequence
converging to the homology of V.

To obtain results in cohomology instead of homology, we have to apply the duality functor z(—,Z) to the
associated complex resp. to the associated double complex in the procedure described above.

Finally, we show by an example that the Jardine spectral sequence does not degenerate in the case of crossed
modules.

In ELLIS’ approach to the (co)homology of crossed modules via quadratic modules, he develops a (co)homology
theory for crossed modules that yields the (co)homology groups of its classifying space in dimensions less or
equal than 4 [15]. Moreover, CARRASCO, CEGARRA and GRANDJEAN in [6] develop still another (co)homology
theory of crossed modules, and GRANDJEAN, LADRA and PIRASHVILI established a long exact sequence relating
this homology theory with the homology of crossed modules via classifying sets as considered here. Moreover,
this alternative (co)homology theory was extended by PAOLI in [27] to the case, where the coefficients are in a
m-module. These alternative (co)homology theories will not be dealt with here.

LAddendum (December 19, 2011): The fact that WG and Diag NG are weakly homotopy equivalent has been shown by Zis-
MAN [31, sec. 3.3.4, cf. sec. 1.3.3, rem. 1]. He shows that a morphism Diag NG — WG, which is essentially the same as the
morphism D¢g we consider in chapter IV, §5, induces an isomorphism on the fundamental groups as well as isomorphisms on the
homology groups of their universal coverings.

2This is not the total simplicial set as used by BousFieLD and FRIEDLANDER [2, appendix B, p. 118].

3Addendum (December 19, 2011): To this end, CEGARRA and REMEDIOS consider a morphism Diag X — Tot X, which is
essentially the same as the morphism ¢x we consider in proposition (3.15).
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Conventions and notations

We use the following conventions and notations.

e The composite of morphisms X Ty and Y % Z is denoted by X J9 7 The composite of functors

¢ 55 D and D - € is denoted by ¢ 255 €.

e Isomorphy of objects X and Y in any category is denoted by X =Y.

o If C is a category and X,Y € ObC(C are objects in C, we write ¢(X,Y) = Mor¢(X,Y) for the set of
morphisms between X and Y. In particular, we write cat(C, D) for the set of functors between (small)
categories C and D. To distinguish this notation from the functor category of functors between C and D
as objects and natural transformations between functors as morphisms, we write (C, D) in the latter case.

e We suppose given categories C and D. A functor C L5 D is said to be an isofunctor if there exists a
functor D -5 € such that GoF = ide¢ and F'oG = idp. The categories C and D are said to be isomorphic,
written C = D, if an isofunctor C 5 D exists.

A functor C - D is said to be an (category) equivalence if there exists a functor D S, ¢ such that
GoF Zide and F o G = idp. The categories C and D are said to be equivalent, written C ~ D, if a

category equivalence C L5 D exists.

e Given a functor I = C, we sometimes denote the image of a morphism ¢ BN jin I by X; ELN X;. This
applies in particular if 7 = A°P or I = A°P x A°P,

e In certain standard categories like Set, Grp, Top, etc., we also use the common notation for the set of
morphisms between two objects, for example, we write Map(X,Y") for the set of maps between sets X
and Y, we write Hom(G, H) for the set of group homomorphisms between groups G and H, and we write
C(T,U) for the set of continuous maps between topological spaces T and U.

e The category associated to a poset P is denoted by Cat(P). Similarly, given a group G, we write Cat(G)
for the associated category with one object.

e Products of objects X; and X5 in arbitrary categories are denoted as X; I Xs. Pullbacks of morphisms
X1 — Y, Xo — Y are denoted as X, P § S Xo = X1 %HZQ Xs. The diagonal morphism is written

X2 XoXx.

e Given an index set I and a family of groups (G;)icr, we denote the direct product by X ,;c; G;. Similarly
for morphisms.

e Projections are denoted as pr, embeddings as emb.
e A subobject B of an object A in an abelian category is denoted as B <X A.

e Given an additive category A, the additive category of complexes resp. double complexes in A is denoted
by C(A) resp. C*(A). The full subcategory of C?(.A) with objects C' such that C,, = 0 for p < 0 or
q < 0 is denoted by C2(A)

e If we have a complex C in an additive category A such that C,, & 0 for n < 0, we usually omit to
denote these zero objects. Similarly for morphisms, complex homotopies, etc. and for the dual situation
ifC"=C_,, =20 forn <0.

ix



CONVENTIONS AND NOTATIONS

e In any complex C with differentials 9, we write Z,,C' := Ker(C,, 9, Cp-1) and B,,C := Im(Cp 41 2, Cp).
e Homotopy equivalence of complexes C' and D in an additive category A is denoted by C ~ D.

e We use the notations N ={1,2,3,...} and Nyg = NU {0}.

e The Kronecker delta is defined by

1 forz=y,
duy =
0 forz#y,

where x and y are elements of some set.

e Givenamap f: X — Y and subsets X’ C X, Y’ C Y with X'f CY’, we let f|%, the map X’ — Y’ 2’
2/ f. In the special cases, where Y/ =Y resp. X’ = X, we also write f|x/ := f|%, resp. fIY = f|§/

e Given integers a,b, ¢ € Z, we write [a,b] :== {z € Z | a < z < b} for the set of integers lying between a and
b. Furthermore, we write [a,b] A ¢ := [a,b] \ {¢} to omit elements in the interval.

Sometimes, we need some specified orientation, then we write [a,b] := (z € Z | a < z < b) for the
ascending interval and |a,b] = (2 € Z | a > z > b) for the descending interval. Likewise [a,b] A ¢, etc.
Whereas we formally deal with tuples, we use the element notation, for example we write

II 9 =919205 and  [] 9 = 93020
i€ 1,31 i€ 3,1]

or
(Qi)iqs,u = (93792791)
for group elements g1, ga2, g3.

o If we have tuples (z;);ca and (z;);ep with disjoint index sets A and B, then we write (z;)jca U (2;)jeB
for their concatenation.

e A composite of zero morphisms is stipulated to be an identity. For instance, f; ... fr =id if £ = 0.



Chapter 1
Simplicial objects

In this chapter, we recall the standard facts about simplicial sets or, more generally, simplicial objects in an
arbitrary category. For further information, the reader is referred for example to [17], [23], [26], [29, §8].

§1 The category of simplex types
Before we can introduce simplicial sets, we have to study the following category.
(1.1) Definition (category of simplex types).

(a) For n € Ny we let [n] := Cat([0,n]) be the category with objects [0,n] and exactly one morphism i — j
for 4,5 € [0,n] if and only if ¢ < j.

(b) The full subcategory A in Cat with objects ObA := {[n] | n € Ny} is called the category of simplex
types.

Hence, if we disregard the category aspect of an object [n], the category A consists of linearly ordered sets [n]
as objects and monotonically increasing maps as morphisms.

(1.2) Example (embedding of A in Top). For every n € Ny we define the topological standard n-simplex |A"|
to be

|A™| = {(mo,...,xn) e R

Z zj=1and z; >0 for all j € [O,n]},
j€(o,n]

equipped with the relative topology. We consider for any morphism [m] o, [n] the induced map 6.: |A™| —
|A™| defined by

(xi)ie[o,m]e* = ( Z xi)je[o,n} for all z = (xi)iE[OJrL] € ‘Am|

1€[0,m]
i0=7

Since |A™| and |A"| carry the relative topologies of R™*! resp. R"*1, the map 6. is continuous. If we have

morphisms [m] N [n] and [n] - [p] in A, this yields

(xi)ie[o,m]e*P* = ( Z xi)jE[O,n] Px = ( Z Z Ii)ke[o,p} = ( Z xi)ke[o,p] = (xi)ie[O,m](GP)*

1€[0,m] j€[0,n] i€[0,m] i€[0,m]
i0=3j jp=k i0=j i(0p)=k

and

(%4)ie(0,m] (idpm))s = ( E i) jeio,m] = (5)jei0,m] = (Zi)ico,m)id|am|
1€[0,m]
iid ) =5
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for all (2;)icjo,m) € |A™]. Hence

[AT] 0 m| O n
A — Top, ([m] — [n]) — (JA™] = |A"])
is well defined as a functor from the category of simplex types A to the category Top of topological spaces.

In order to prove that |A~| is faithful, we let [m] N [n] be an arbitrary morphism in A. Further we let
{ei | i € [0,m]} resp. {e; | j € [0,n]} denote the standard basis of R™T! resp. R"*!. Then we get

et =( Y (e)i)jeom =( D 8iir)jefom = (8i0.7)jefo.m = €io

i'€[0,m)] i’ €[0,m]
i'0=j i'0=j

for every i € [0, m]. Thus if we have morphisms [m] N [n] and [m] -2 [n] in A with 6, = p,, then in particular
we have e;9 = e;0, = e;p, = e;, and therefore i = ip for all ¢ € [0, m]. Hence 6 = p, and consequently |A™| is
a faithful functor.

We aim to distinguish generators for A, which we will define now.

(1.3) Definition (cofaces and codegeneracies).
k
(a) For n € N, k € [0,n], the morphism [n — 1] LN [n] defined by

sk i for i € [0,k — 1],
i+1 forielk,n—1]

is called the k-th coface of [n].
(b) For n € Ny, k € [0,n], the morphism [n + 1] LN [n] defined by

" li—1 forielk+1,n+1]

is called the k-th codegeneracy of [n].

(1.4) Proposition (cosimplicial identities). We let n € N be a natural number. For the cofaces and codegen-
eracies the following identities hold:

§F8! = 8718 for 0 < k <1 < n+ 1 as morphisms [n — 1] — [n + 1],

o*ol = o!™o* for 0 < k <1< n—1 as morphisms [n + 1] — [n — 1],
ol=18% for k < 1,

Skol = idp,—1; for i <k <141, p as morphisms [n — 1] — [n — 1], where k € [0,n],1 € [0,n — 1].
ol8*1 fork>1+1

Proof.

(a) If k < I, then

is! for i € [0,k — 1],

5k6l _
! (i+1)8 forie[k,n—1]

i+1 forielk,i—2],

} 7 for i € [0,k — 1],
i+2 forie[l—1,n—1)

6k for i € [0,1 — 2], R
=1
(i+1)8F forie[l—1,n—1]

for all ¢ € [0,n — 1].
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(b) For k <1 we calculate

i for i € [0, k],

jo! for i € [0,k
wkgl:{z‘f Dot forfe{k;]’l IR for i € [k+1,1+1],
i—1)ot fori N , .
i—2 forie[l+2,n+1]

I R for ¢ € 10,1+ 1], gtk
G -1)0* foriefl+2,n+1][

for every i € [0,n + 1].

(¢) Furthermore:

i forie[0,k—1],k<l+1,
i+1 forielk,l—1],k<Il+1,
iékl:{ml forie[O,k—l],}: i forie(l,n—1),k<Il+1,
(i+ 1)t forice [k,n—1] i for i € [0,1],k > 1+1,
i—1 forie[l+1k 1,k >1+1,
i foriek,n—1,k>1+1
ik fori € [0,1—1],k <1,
(i —1)5k forie[l,n—1],k <, iot=18%  for k <,
=<1 forl<k<Ili+1, =<7 forl <k<Il+1,
k-1 fori e [0,1],k>1+1, iold*=1 for k> 1+ 1.

(i—1)8*1 foriell+1l,n—1),k>1+1

O

Our next aim is to show that, in some sense, the cofaces and codegeneracies generate the category of simplex
types A and that the cosimplicial identities of the preceding proposition yield a set of relations defining A.

(1.5) Notation. Given m,n € Ngand 0 <mj <---<my <mand 0 <nj < --- < n, <n for some ¢,u € Ny,
we write

o™l = g™ ... ¢ as morphism [m] — [m — ]
and

d"wel i= §™ ... 8™ as morphism [n — u] — [n].
(1.6) Remark. We let [m] N [n] in A be defined by

0 = o™t §NLu] ,

where 0 < m; < ---<my <mand 0 <ny < -+ <ny <n, and where t,u € Ny such that m —t = n — u.
Furthermore, we let k € [0,t] and | € [0,u] be the unique elements such that i € [my + 1, my1] and i €
[y, nye1 — 1], where mg := —1, myy1 := m, ng := 0 and ny41 :=n + 1. Then we have

i0 =i — k +1 for every i € [0,m].

Proof. By induction on ¢, the case ¢t = 0 being trivial, we have

S ig™Mmt-1.1 for i € [0,m¢],1e. k€ [0,t— 1],
7 t, =
(1 —1)o™e-11 fori € [my+1,m],ie. k=1t

)ik for k € [0, — 1], ik
)= —(t—1) fork=t -
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for all i € [0, m] with i € [mg+ 1, mg11], k € [0,¢]. Furthermore, by induction on u, the case u = 0 being trivial,
we have

L) 5] {icmménrw—ﬂ for o™t 8" tu-11 € [0,n,, — 1],1e. € [0,u— 1],}
10 s YUl =

10™Le § =11 41 for oL w11 € [ny,n — 1],ie. [ =u

_ Jiomen 4 for I € [0,u — 1], _ o™i 4
o™t +(u—1)+1 forl=u

for all i € [0, m]. Finally, we get 40 = ig™Lt:118" 1wl = (4 — k) + 1. O

(1.7) Theorem. Every morphism [m)] N [n] in A can uniquely be written as

0 = gL gl

where 0 <mj <---<my<mand 0<n; <---<ny, <n, and where t,u € Ny.

Proof. We begin by showing the existence of a factorisation. We let m; < --- < m; be the elements of [0, m]
such that mg0 = (my, + 1)0 for every k € [1,t] and we let ny < -+ < n, be the elements of [0,n], that do not
lie in [0,m]0. Setting p:=m —t =n —u as well as 0 := ¢™!t:1) and ¢ := §"M.«1, we have to show that we get
the factorisation 6 = 4.

[m] ————[]
N ) A

Thereto we proceed by induction on i € [0, m].

If i =0 and [ := 00 € [0,n], then, due to the monotony of 6, we have [0,] — 1] N [0, m])0 = @. Since ¢ € [0,m4],
remark (1.6) yields 066 =0—-0+1=1=06.

If i € [1,m], we choose k € [0,t] and [ € [0, u] such that i € [my+1, mg41] and i0 € [ng, nj41 —1]. We distinguish
the following two cases: If i6 = (¢ — 1)0, then by the choice of my,...,m; we get i — 1 =my, € [mg_1 + 1, myg].
Using the induction hypothesis and remark (1.6), this yields

0=(—1)0=(i—1)od=((i—1)— (k—1))8 = (i — k) = ico.

Otherwise, i > (i — 1) and ¢ — 1 € [my, + 1, my41]. We let I’ € [0, u] be such that (i — 1)0 € [ny,nypq4q — 1. If
" =1, then, by the induction hypothesis and remark (1.6),

W=3G-1)04+1=@G—-1od+1=((i—1)—k+1)+1=i—-k+1=1io00.

If I’ < I, we must have (i —1)0 = npyy1 — 1 and 40 = n; + 1. Further we have ny —nypy =1—('+1)=1-1'—1
since [ny41,n1] C [0,n] \ ([0, m]d). By induction hypothesis and remark (1.6), we obtain

i0=(i—1)0+ (0 —(i—1)0) = (i — Dod + ((ny + 1) — (nyr1 — 1))
=((i—1)—k+I)+n—np1+2)=i—-1—-k+U'+1-1U'-14+2=i—k+1=i0d.

Thus we have 6 = ¢4.

Now, we show the uniqueness of the factorisation. We suppose 6 = é with ¢ = ¢™1t.1) and § = §"Tt.»1, where
0<mi<---<m<mand 0<n; <---<ny <n with t,u € Ny.

We claim that my, ..., m; consists of exactly those elements i € [0, m] with i@ = (i + 1)0. To this end, we let
k € [1,t] be such that i € [my_1 + 1, my]. Then the injectivity of ¢ yields the equivalence of (i + 1) = 6
and (i + 1)o = io. But, by remark (1.6), this is equivalent to (i + 1)oc =i — (k—1) = (i + 1) — k, that is, to
i+ 1€ [mg+1,mps1]. Since i € [mg_1 + 1,myg], saying i + 1 € [my + 1, mgy1] is the same as saying i = my,.
This proves the claim.

Further, surjectivity of o and § = 8™ - - - §™+ show that [0, n]\ ([0,m]0) = {n1,...,ny}. Therefore, the morphism
0 determines the numbers my,...,m; and nq,...,n,. This shows the uniqueness of the representation. O]
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§2 Simplicial objects in arbitrary categories

(1.8) Definition (simplicial objects and their morphisms).

(a) We let C be an arbitrary category. The category of simplicial objects in C is defined to be the functor
category

sC = (A°,C).

An object in sC is called a simplicial object in C, a morphism in sC is called morphism of simplicial objects
in C or a simplicial morphism in C.
(i) A simplicial object in Set is called a simplicial set, a morphism is called a simplicial map.

(ii) A simplicial object in Grp is called a simplicial group, a morphism is called a simplicial group
homomorphism.

(iii) A simplicial object in AbGrp is called a simplicial abelian group, a morphism is called a simplicial
homomorphism of abelian groups.

(iv) We let R be a ring. A simplicial object in R-Mod is called a simplicial R-module, a morphism is
called a simplicial R-module homomorphism.

(v) A simplicial object in Top is called a simplicial topological space, a morphism is called a simplicial
continuous map.

(b) Dually, we define for every category C the category of cosimplicial objects in C by
csC := (A, Q0).
(1.9) Example (constant simplicial object). We let C be a category and X € ObC an object in C. Then the
constant functor
Aop Const X o

with (Const X)p,) = X for n € Ny and (Const X )y = idx for § € Mor A is a simplicial object in C, the constant
simplicial object.
Const

This yields a functor C —— sC by letting (Const f)(,,) := f for n € Ny, f € ¢(X,Y), X, Y € ObC.
(1.10) Example (singular simplicial set).

(a) We let n € N be a natural number. Concerning example (1.2), the topological standard simplex functor
|A~| is a (covariant) functor A — Top, that is, a cosimplicial topological space.

(b) For an arbitrary topological space T', we let A°P 5T, Set be the contravariant functor given by
ST :=C(|A™],T).

This is a simplicial set, which is called the singular simplicial set to the topological space T'. In fact, we
have a functor

Top 5, sSet
given by S(=) = C(|A~[,=).

(1.11) Example. For any commutative ring R we let Set £~ R-Mod be the functor that assigns to every
set M the free R-left-module RM on the set M and to every map f: M — N for sets M and N the R-module
homomorphism Rf: RM — RN, which is defined by the operation of f on the basis M. Since sSet and
sR-Mod are functor categories, this functor R— lifts to a functor sSet B, sR-Mod. If we have an arbitrary
simplicial set X, then RX is per definitionem the simplicial R-module with (RX),) = RX},), that is, the set
of n-simplices (RX),) of RX is a free R-module on the set X{,,).
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(1.12) Definition (faces and degeneracies). For a simplicial object X in a category C, we define morphisms
d
Xp) = Xy
by d := di( := Xsr for k € [0,n], n € N, called faces, and morphisms
Xpn) = X
by si := sy 1= Xqn for k € [0,n], n € Ny, called degeneracies.

(1.13) Notation. We let X be a simplicial object in a category C. Givenm,n € Nypand0 <mj <--- <m; <m
and 0 <n; < --- < n, <n for some t,u € Ny, we write

Smy.q 1= Smy " Sm, as morphism X, g —> X
and
d :=dy, -+ dy, as morphism Xy, — Xp_y-

lu,1)
Furthermore, we use the interval notations

S[k—t+1,k] ‘= Sk—¢+1 " * Sk as morphism X, ; — X,
and

dg—uy1) = di -+~ dj—ut1 as morphisms X,, — X,y
forket—1,m—-1],l€u—1,n],t€[0,m—1], u € [0,n].

(1.14) Proposition (simplicial identities). We let X be a simplicial object in a category C. The faces and
degeneracies satisfy the following identities:

didy = dgd;—1 for 0 <k <l <n+1 as morphisms X[, 1) — X[n_1),
sisk = sgSi+1 for 0 < k <1 < n as morphisms X, 1) — X1,
dgs;_1, for k < l,
sidg = {idx,_,, forl <k <Il+1, p as morphisms X, 1] — X[,_1), where k € [0,n],l € [0,n —1].
dp_1si, for k>14+1
In particular, every face is a retraction and every degeneracy is a coretraction.
Proof. The required identities result from proposition (1.4). O
The identities in the previous proposition are even characterising a simplicial object, as we will see now.

(1.15) Theorem (classical definition of a simplicial object). We let (X, )nen, be a sequence of objects in a
category C and we suppose given morphisms

X, LN Xp—1 for k €[0,n],n €N,
and

X, 2 X, fiir k € [0,n],n € N,
which satisfy the simplicial identities

didy, = dgd;_1 for 0 < k <l <n+ 1 as morphisms Xing1) — Xpno1)s

518k = sgsi+1 for 0 < k <1 < n as morphisms X, 1] — X[,—1),
dpsi—1, for k<l

sidy, = {idx,,_,, for I <k<I+41,p asmorphisms Xy, 1 — X}, 1), where k € [0,n],1 € [0,n — 1].
di_18;, fork>1[1+1

Then there exists a simplicial object X in C with X,) = X,, for all n € Ny and d¥ =dy for k € [0,n], n € N,
as well as sy = s, for k € [0,n], n € Np.
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Proof. We define X on the objects of A by X|,,; := X,, for n € Ng. On the morphisms in the category of

simplex types A, we define X as follows: Given a morphism [m] SN [n] in A, then according to theorem
(1.7), there is a unique representation of 6 as a composite of codegeneracies and cofaces, § = ™11 §"1.«1 with
0<m <---<my<mand 0<ny < ---<ny, <n Welet Xy := d"Lu,uSmrl,ﬂ =dp,  dn,Smy  Sm,- In
particular, we have Xsr = di for k € [0,n], n € N, and X+ = s for k € [0,n], n € Ng. Since the morphisms
dy for k € [0,n], n € N, and s for k € [0,n], n € Ny, satisfy the simplicial identities, while the corresponding
cofaces and codegeneracies in A satisfy the cosimplicial identities, X is compatible with the composition of
morphisms and therefore a well defined functor

AP X ¢
that is, a simplicial object in C. [

(1.16) Proposition (classical definition of a simplicial morphism). We let X and Y be simplicial objects in

a category C and we suppose given morphisms X, ﬂ> Y, for n € Ny. If these morphisms commute with the

faces and degeneracies of X and Y, that is, if
fodg =dgfn_q for k € [0,n],n € N,
and

fnsk = Sk:fn-‘rl for k € [0,77/],77/ € Ny,

then there exists a simplicial morphism X s v with Jin) = fa for all n € No.
Proof. Follows from theorem (1.7). O

At the end of this section, we want to fix some notions.

(1.17) Definition (n-simplices). We let X, Y be simplicial objects in a category C and X Tiya simplicial
morphism. We set X,, := X[, and f, := f},;) for all n € Ny. If X, is a set or has a set as underlying structure,
then the elements of X, are called n-simplices. The 0-simplices are also called vertices and the 1-simplices are
also called edges of X. The n-simplices of the form z,_;si for z,—1 € X,,_1, k € [0,n — 1], n € N, are said to
be degenerate.

(1.18) Definition (reduced simplicial set). A simplicial set X is called reduced, if it has exactly one vertex,
i.e. if | Xo| = 1. The full subcategory of reduced simplicial sets in sSet is denoted by sSetg.

(1.19) Definition (cartesian product of simplicial sets).
(a) Given simplicial sets X, Y, we define their (cartesian) product X x Y by (X xY), := X,, x Y, for all
n € Ny and (X x Y)y := Xy x Yy for all morphisms [m] N [n] in the category of simplex types A.

(b) Given simplicial sets X, Y, X’ Y’ and simplicial maps X N X" Y -25 Y’, the simplicial map X xY Ix9,
X' x Y’ is defined by (f X g)pn := fn X gn for every n € Ny.

§3 The standard n-simplex

We consider a standard example of a family of simplicial sets which will be needed later.

(1.20) Definition (standard n-simplex). We let n € Ny be a non-negative integer. The standard n-simplex
A™ in the category sSet is defined by

A" = a(e, [n]),

that is, A™ is the functor A°® — Set represented by [n]. For the set of m-simplices of A™, we write
A% = (A")m = a(m]; [n]).

(1.21) Lemma. The standard n-simplices A™ with n € Ny form a cosimplicial object A~ in the category of
simplicial sets sSet, that is, A~ € Obcs(sSet).
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Proof. The homfunctor a (e, —) = A~ is a functor with two arguments, contravariant in the first argument and
covariant in the second one. O

(1.22) Lemma. We let X be a simplicial set and n € Ny. Then we have a bijective correspondence between
the n-simplices in X and the simplicial maps A" — X. It is given by

Xn = sset(A™, X)),z — (0 — x, Xy for every 6 € A7)
with inverse
sset (A", X) = X, f = (idpn)) fr-
Proof. This is a consequence from the Yoneda lemma. O

The next corollary justifies the name category of simplex types for the category A.

(1.23) Corollary. For all non-negative integers m,n € Ny, we have
sSet(Amv An) = A([m]7 [’ﬂ])
Proof. Lemma (1.22) implies gget (A™, A™) =2 A" = A([m], [n]) for all m,n € Ny. O

§4 The nerve

In this section, we study an example of a simplicial set, which is going to be the most important one for our
purposes - the nerve NC of a given category C. Intuitively explained, the nerve NC of a given category C has
the objects of C as vertices, while the morphisms are the edges. Furthermore, the 2-simplices are exactly the
pairs of composable morphisms, the 3-simplices are the triples, and so on. The kth face is given by "deleting"
the object number k, that is, the two morphisms that end resp. start with this object are composed, and the
kth degeneracy inserts an identity morphism for the object number k.

Since any group can be regarded as a category with a single object, we also obtain a nerve functor for groups.
We need the notion of a nerve for a category object and a group object in an arbitrary category (under certain
technical conditions).

Throughout this section, we assume given a category C, in which pullbacks and a terminal object exist. A
terminal object in C is denoted by 7" and the unique morphism from an object X € Ob(C is written as X — 7.

Examples of algebraic structures within arbitrary categories
An introduction to category objects and group objects can be found in [16].

(1.24) Definition (category objects and functors).

(a) A category object (or internal category) in C consists of objects O, M € ObC and morphisms M — O,

M- 0,0 - M and M JI, M 5 M, where M JI, M is a pullback of the morphisms ¢ and s, such
that the following four diagrams commute.

(STC) Source and target of the composition morphism:

M <2 M, M- A

O~ M—° -0

(STI) Source and target of the identity morphism:
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(AC) Associativity of the composition morphism:

Ctnsld]\/j

Mo Ma M -———M 1, M

id]utl'lscl lc

M 11, M ¢ M

(CI) Composition of the identity morphism:

el'IidM id]ur[e

M, M

c
pTy pry

M

04,0, M

ido M g, 0]

We call O the object of objects and M the object of morphisms in the category object, the morphisms
s, t, e and ¢ are called source (morphism), target (morphism), identity (morphism) and composition
(morphism), respectively.

Given a category object C' in C with object of objects O, object of morphisms M, source s, target t,
identity e and composition ¢, we write ObC := O, MorC := M, s :=s := s, t :=t¢ :=t, e :=e" 1= ¢
and ¢ :=c¢ :=c.

(b) We let C, D be category objects in C. A functor from C to D in C consists of two morphisms ObC —>»
Ob D and Mor C' - Mor D, that are compatible with the categorical structure morphisms, that is,

D D

and c“m = (mmmm)cP.

s = msD7 t¢

0:mtD,ecmzoe

We call o the morphism on the objects and m the morphism on the morphisms of the functor.

Given a functor f from C to D consisting of a morphism on the objects 0 and a morphism on the morphisms
m, we write Ob f := o, Mor f :=m and C 1 p.

Composition of functors is defined by the composition on the objects and on the morphisms.

(¢) The category of category objects in C, where the objects are the category objects in C and the morphisms
are the functors in C, is denoted by Cat(C).

(1.25) Example (category objects in Set). A category object in Set is just an arbitrary (small) category.

(1.26) Definition (group objects and group homomorphisms).

(a) A group (object) in C consists of an object G in C and morphisms G T G % G, T - G and G - aq,
such that the following diagrams commute.

(AM) Associativity of the multiplication:

id(;l‘lm

GGnGcgnd Gnad

mnidcl im

GnG—>—=@G

(MN) Multiplication with identity:

n 11 idg

TnodaG
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(MI) Multiplication with inverse:

¢ ong
T n G
¢ ona

We call m, n and i the multiplication (operation), identity or neutral (operation) and inversion (operation),
respectively.

Given a group object G in C with multiplication m, identity n and inversion 4, then we write m := m® :=
G .

m,

n:=n%:=nandi:=i% =

(b) We let G, H be group objects in C. A group homomorphism from G to H in C is a morphism G “5 H,
that is compatible with multiplication, neutral operation and inversion, that is

m% = (¢ m p)m? n% =n and i% = i,

Composition of group homomorphisms in C is given just by the ordinary composition in C.

(¢) The category of group objects in C, where the objects are the group objects in C and the morphisms are
the group homomorphisms in C, is denoted by Grp(C).

(1.27) Example (group objects in Set, Top and sSet).
(a) The group objects in Set are just ordinary groups.

(b) In the category of topological spaces Top, the group objects are the topological groups. These are
topological spaces whose underlying sets are endowed with a group structure such that the multiplication
map and the inversion map are continuous.

(c) The group objects in the category of simplicial sets sSet are the simplicial objects in Grp and hence
simplicial groups (more precisely, there is an equivalence Grp(sSet) — sGrp).
(1.28) Lemma.
(a) We suppose given a group object G in C. Then ¢(X,G) is a group for every X € ObC with me¢(X:&) =
c(X,m%), nc(X:6) = (X, n%) and ¢ = (X,i%).

(b) We suppose given a group homomorphism G —5 H in C, where G, H € Ob Grp(C). Then ¢(X, ) is a
group homomorphism for every X € ObC.

Proof. Follows from definition (1.26) and the fact that the hom functor ¢(X, —) commutes with products. [

As an application, we show by an example how results ordinary group theory (proven by calculations with
elements) can be used to obtain results for category objects in C.

(1.29) Proposition. We suppose given group objects G and H in C and a morphism G —5 H. Then pisa

group homomorphism in C if and only if m%p = (¢ T @)m®.

Proof. If ¢ is a group homomorphism in C, then in particular m©p = (¢ T p)m*.
"7

So let us conversely assume that ¢ is a morphism with m“p = (¢ ©)m hen we have

mC(X’G)C(XﬂO) = C(X7mG)C(X7<p) :C(vaG(p) = C(X7 (90 II @)mH) :C(XWO II @)C(XamH)
= (C(Xv 90) X C(Xﬂ @))mC(XJ{)
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for every X € ObC. Hence ¢(X, ) is a semigroup homomorphism and thus, by ordinary group theory, already
a group homomorphism, that is, we have n¢(X& (X, ) = ne(XH) and ¢ (X, @) = (X, @)icH) for
every X € Ob(C. In particular, we obtain

np =n(T, ¢) = (idr) ¢(T,n°) ¢(T, ¢) = (idr)n° "D (T, ¢) = (idp)nc ") = (idg) ¢(T,n) = n"

and
i% =i%(G, ¢) = (idg) ¢(G,i%) (G, ¢) = (ida)i*'“ Y ¢ (G, @) = (idg) (G, p)ic T H)
= (idg) ¢(G, @) ¢(G,i") = ¢ (G,i") = i
Hence ¢ is a group homomorphism in C. O

The nerve of a category object

Since we need the notion of a nerve for a category object in an arbitrary category, existing in every category
with pullbacks, we have to introduce some notation.

(1.30) Definition. We let C, D be category objects in C and C 4 D be a functor. We set

OobC ifn=0,
(Mor C)t™s™ := < Mor C ifn=1,
Mor €', 119" ¢ (Mor C)e™ (=1 if n > 1,

and analogously
Ob f ifn=0,
(Mor f)™" := < Mor f ifn=1,
Mor f 11 (Mor )™= if n > 1.
A morphism X N (Mor C'):™™ can be denoted as the tuple (fpr;);c|n—1,0/-
t, i
Furthermore, we define morphisms (Mor C):™™ — Ob C and (Mor C)«™" —190ds Mor € by
i = {prjt lf] <mn,
pr,_is ifj=n
for j € [0,n], n € N, resp. t, := idop ¢ for n = 0, and
¢ - tjoe lfjl :.jOa
L51:do] (prjl—l’Cle—l,joJ)C if 51 > Jo
for Jo,J1 € [O,n] with 71 > Jo, n € Np.

Thinking in elements, the notation €L ol should simply express that the morphisms which start with object
number j; and end with the object number jo are composed. Similarly, the morphism t; picks the object with
number j.

(1.31) Remark. We let C be a category object in C. There is a simplicial object NC' in C given by
N,.C := (NC),, := (Mor C)t“?bcn for n € Ny
and

¢ if m, =
NyC := (NC)g = { 06 thm =0,

. as morphisms N,,C — N,,,C,
(C[(i+1)0,iej)i€ lm—1,0] ifm>0

for all morphisms [m)] N [n] in A, m,n € Ny.
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Proof. For all non-negative integers m,n,p € Ny and all morphisms [m)] N [n], [n] 2 [p] in A we have

to,t00 if m=0,n=0,
Ciy. - Vicln-1.0lt ifm=0,n>0,
(N,C)(NyC) = (€| 1)p.5p1 i€ Ln—1,0] 00 .
tOP(CL(i+1)0,iGJ Jie|m—1,0 if m>0,n=0,
(€l G+1)p.5p))i€ln—1,0 (€| (4 1)0,i0) Jiclm—1,0) H m>0,n>0
tOptO ifm=0,n=0, topidObC if m=0,n=0,
) too, ifm=0n>0,| toop ifm=0,n>0,
tUp(CLO,OJ)iGLm*LOJ if m > 0,7’L = O, tOp(tOe)iel_m_LOJ if m > O,n = 0,
(C\_(i+1)9p,i0pj)iELm—LOJ ifm>0,n>0 (CL(iJrl)Gp,iOpj)ielm—LOJ ifm>0,n>0
to, ifm=0,n=0, too, ifm=0,n=0,
) tosp fm=0,n>0,( )ty ifm=0,n>0,
(tope)ic|m—1,0) it m>0,n=0, (€op,0p) JiElm—1,0] it m>0,n=0,
(Ct(i—}-l)Qp,iOpj )iELM—l,OJ if m > 0,n>0 (Cl_(i-l-l)@p,i@pj )ieLm—l,OJ ifm>0,n>0
o %f " } = Ny,C
(CL(i+1)ap7i9pJ)ieLm—l,OJ if m >0
as well as
Nid[n]C = {tOid["] lf "= 07 } = {to lf "= 07 }
(CL(j41)idy idp | Ji€ln-10) 172 >0 (€j41,4))ieln—1,0 ifn>0
idObC ifn= 0, .
= . = id(ney,.»
(prj)je(n-1,0] ifn>0

that is, NC is a simplicial object in C. O

(1.32) Definition (nerve). We let C' be a category object in C. The simplicial object NC' in C given as in
remark (1.31) by

N,C = (NC),, = Mor C)+™" for all n € Ny

and

NoC = 4 too if m =0,
(CL(i+1)9,i0j)i€|_m—1,0J if m >0,

for all morphisms [m)] N [n] in A, m,n € Ny, is called the nerve of the category object C.

1.33 PI‘OpOSlthIl. The faces NnC 4)16 an_ C alld (1egellel acles anc — IJTL-’:— C fOI a Categoly ObJeCt C
1m C are gl\/en by

(Prj)jqn—Lu if k=0,
dr = § (Pr))je(n-1,k41) U (CLkJrl,k—lJ) U (prj)jeik—2,0 ifke[l,n—1], p foralke[0,n],neN,n>2,
(Pr;)jc|n—2,0] ifk=n
resp.
dop =s,dy =t for n =1,
and

S = (prj)jeLn—l,kJ U (tge) U (Prj)jeLk—l,OJ for all k € [0,n],n € Ny.
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Proof. We have

dy =N C' = (CL(j+1)ak,j5kJ)jetnflOJ

(€4 1)5k ok ) )i€ln—2,k] if k=0,

= 9 (€ Ganysrgor ieln—2.k1 YU (€ gk oo1ysr ) U (S inysr jon ) Jiclk—20) R € [1,n—1],
(€ 41)sk ok ) i€ k20 ifk=n
(€ jt2j41p)icln—2.k) if k=0,

= S (Clita p1p)ieln—2k) Y (€ pr o)) Y (€ ip1 ) )ielh—20) ik E[Ln—1],
(¢js1,5))ielh—20) ifk=n
(Cj1,5)ieln—1+1) if k=0,

= (epprg)ieln—1k41) Y (Cppr o1 ) Y (C s ) )eln—20) k€ [Ln—1],
(€151 ielk—20) if k=mn,
(Pr]’)jqn—l,lj if k=0,

=9 (Prj)je(n—1k+1) U (C|_k+1,k—lj) U (pr;)jeik—2,0 if k€ [l,n—1],
(prj)jELn—Q,OJ ifk=n

for k€ [0,n],neN, n>2,
dg =NsoC' =tgs0 =t; =s and d;y = Ns1C =tp50 =t; =t
for n = 1, and finally
sk = NokC' = (¢ (j41)0 jor ) )je(n.0)
= (C|41yorjok Dielndk+1] Y (€ r1yor kok ) U (€ g1)ok jor ) )ielk—1,0)

= (el j—1p)ietnk+1) Y (Clap)) U (i )ielh-1,00 = (€jarg)ieln—10) U () U (e gp)jete—1.0)
= (prj)jeln—1,k) U (tx€) U (PT;) e k-1,0)

for k € [0,n], n € Ny. O
(1.34) Proposition.

(a) If C' and D are category objects in C and if C' 7, Dis a functor in C , then we get an induced morphism

Ne X ND

with
N,.f = (Mor f)"".
(b) The construction in (a) yields a functor
Cat(C) 25 sC.
Proof.

(a) We have

NoC) (N ) = J100(O0F) if m =0,
(C L(i+1)9,i9J )iGL’mfl,OJ (MOI‘ f)l'lm lf m > 0

~ Jtoe(Obf) ifm=0,
(€| i11)0,i0) MoT f))ig|m—1,0) ifm>0
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(Mor f)™™ty, if m =0,
(Mor f)™ ( [(i4+1)6,i0] )ic |m—1,0] ifm>0
= (Nnf)(NoD)

for all morphisms [m)] N [n] in A, m,n € Ny, that is
Ne 2L ND
is a morphism of simplicial objects in C.
(b) If C, D, E are category objects in C and C N D, D -4 E are functors in C, then we have
(Nnf)(Nng) = (Mor f)™"(Mor g)™" = ((Mor f)(Mor g))"" = (Mor(fg))*"" = Nn(fg)
and
(Naide) = (Moride)™ = (idyior 0)™ = id ygop yrn = idy, ¢ = (idne)n
for all n € Ny, that is, (Nf)(Ng) = N(fg) and Nid¢ = idxe. Hence
Cat(C) 25 sC.
is a functor. O

We remark that the nerve of a category K, that is a category object in Set, can also be defined by N :=
Morgat(—, K)|acr. With this description, we obtain the functor

Cat i) sSet

for free.

The nerve of a group object

Every group G can be considered as a category with a single object, the morphisms given by the elements of G.
The construction is functorial and thus we can define a nerve functor for groups. In the following, we proceed
in a more general manner for arbitrary group objects.

(1.35) Definition (nerve for group objects). The composition of functors

NoCat

Grp(C) ——=sC

is called the nerve functor for group objects in C and will be denoted by N, too.

Grp(C
Cat(C

(1.36) Proposition. We let G be a group object in C. Then the nerve of G is given by

N,G =G "™ for all n € Ny,
while the faces N,,G BN N,,_1G and degeneracies N,,G %5 N,,,1G are

(Pry)ie|n—1.1) if k=0,
di = § (Pry)ic(n—1.k+1] U ((Pry, pr_1)m) U (pr;)ic(x—2,0) if k€ [l,n—1], p for k€ [0,n],n € N,n > 2,
(PTy)ie|n—2,0] ifk=n
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resp.
dg=dy =1forn=1,
and
sk = (Pr;)ie(n—1,6) U (In) U (pr;)ic k—1,0) for k € [0,n],n € No,
where G ™" — T denotes the unique morphism to the terminal object.

Proof. This follows from proposition (1.33).
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Chapter 11

Simplicial homotopies and simplicial
homology

Our overall aim is to compute the homology of the simplicial set associated to a given crossed module. As an
intermediate step, we attach a complex to such a simplicial set. Since we want to invoke Eilenberg-Zilber, we
consider both ways to attach such a complex, the associated complex and the Moore complex.

Moreover, we intend to show further down that certain diagrams commute up to simplicial homotopy, a notion
which we consider here.

Finally, in this chapter we consider the path object of a simplicial object, which then will appear in our approach
to Eilenberg-Zilber.

For more details, the reader is referred to [8], [17] or the original articles of KAN, for example [20].

§1 Simplicial homotopies

Recall that two continuous maps f,g: ' — U between topological spaces T and U are homotopic if there
exists a continuous map H: T x [0,1] — U such that (—,0)H = f and (—,1)H = g. A similar notion can be
obtained for simplicial sets. However, we begin with a more general definition of homotopies between simplicial
morphisms in an arbitrary category, which does not necessarily contain an analogue of the operation — x [0, 1].
The similarity to the topological definition in the case of simplicial sets will be shown thereafter.

(2.1) Definition (simplicial homotopy). We let X and Y be simplicial objects in a category C. Simplicial

morphisms X —25 Y and X %5 Y are said to be simplicially homotopic, if for every n € Ny there are
morphisms X, 5 V1 for k € [0,n] in C such that hnd, i1 = @n, hodo = ¥y, and

diph;—1 for k <,

hp_1dy, for k =1,k #0, hass — {skth for k <1,
hrdy fork=10+1,k#n+1, Sg—1h; for k> 1,
dip_1h; for k>1+1,

hidy, =

for all k € [0,n + 1], I € [0,n]. In this case, we write p ~ ¢ and (hg € ¢(Xn, Ynt1) | k € [0,n],n € Np) is called
a simplicial homotopy from ¢ to .

(2.2) Definition. For a simplicial set X we define insy and ins; to be the composite morphisms
e idxd! = idxd®
X S X x A? XD X Al resp. X o X x A0 XLy AL

Here d! = A% for [ € [0, 1] denotes the I-th coface in the cosimplicial set A~

. efinition. For £ € [0,n + 1], n € Ny, we let ¥ € = alln], e the tunctor wit
2.3) Definition. For k € [0 1 N let % € AL 1]) be the f ith

[0,n — k]T8 = {0} and [n — k + 1,n]T" = {1}.

17
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Note that, with the definitions from above, we have
() (insg )y, = (2, 7") and (z,,)(insy)y, = (2, T")
for all n-simplices x,, € X,, in a given simplicial set X and all n € Nj.
(2.4) Proposition. The composite morphisms
k i k o

n—1] 5 [n] 5 [1] and [n+ 1] < [n] < [1]

are given as follows: We have

o _ [T k0L,
=1 ifk>n—1

for k € [0,n],l €[0,n+1], n €N, and

ol — o ifk<n-—|
) ifk>n—1

for k € [0,n], 1 € [0,n + 1], n € No.

Proof. If k <n — [, we compute

0 foriel0,k—1], .
[ for i € [0,k — 1], or i € ] 0 forie[0,n—1-1,
= (i+ 1)t forié€ [k,n—1] =0 foriclkno1od, 0= 1 forien—1—1I,n—1]
’ 1 forien—1I,n-—1] ’

= i’tl7

and if £ > n — [, we have

forien—1+4+1k—1],

sl {nl for i € [0,k — 1],
for i € [k,n — 1]

(i+ 1)t forié€ [k,n—1]

)0 forie[0,n—1], _ -
|1 forien—I+1,n-1][ '

Furthermore, if £ < n — [, we have

} 0 forie[0,n—1],

o

for i € [0, k],

! for i € [0,k
inTl:{zT 1)Tl forz'e{k;-}—]?l +1} =<0 fOI"L'E[ki,TL-Fl—l],
i— or i N .
forien+2—-10n+1]

0 forie(0,n+1-1], ol

= =1 5
1 forien+2—-1,n+1]

and if £k > n — [, we compute
0 forie[0,n—1,

Tl for i € [0, k
i&az{? e :ﬂih;ﬁ +”}= 1 forien+1-—1k,
i — 1)t for s N )
forie[k+1,n+1]

_J0 forie[0,n—1], _ il
|1 forien+1-lLn4+1 [
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(2.5) Proposition. We let X and Y be simplicial sets and X Ty and X - Y be simplicial maps. There is
a bijective correspondence between the simplicial homotopies from f to g and the simplicial maps X x Al — Y
that let the following diagram commute:

X _ . X
X x Al
f
v
Y

Proof. First, we let (hg € set(Xn,Yni1) | k € [0,n],n € Ny) be a simplicial homotopy from f to g. For each
n € Ny, we define H,,: X,, x AL — Y, by (z,,T°)H, := z,fn and (z,,T"1"*)H,, = x,hpd;, for k € [0,n],
Zn € X,,. Using proposition (2.4), this implies

Todphi_1d;_1 for k <1,

whidedi_1 for k <1, whisideside for k=1+#n,
(w"“Z)Hndkza:nhldldk:{‘” Rl }z Toltdiadi for k=17

Tphydg1d;  for k >1 Ty frndn for k =1=n,
z,dihd; for k > 1
Tpdphi—1di—1  for k <, Tpdphi_1d;_1  for k <,
Tphr1didg fork=1#n,| |Jr,dphids for k=1+#n,
Zndy fro1 fork=l=n, [ )zpdefn1 for k=1=n,
Tpdihyd; for k > 1 Tndiphid; for k > 1
(2, dg, T"—U—U)Hn,1 for k < 1,
) (wndi, TR Hy fork=1#n,| [(@pdp, ™ "H,1 fork <lI,
) (@pdy, T F)H, fork=1l=n, |(zndp,© )H,_1 fork>1
(xpdp, T Y H, 1 for k> 1

= (wndp, 8" T Hy oy = (2 di, @ ) Hy o = (0, T A Hpy
for all x,, € X,,, k € [0,n], 1 €[0,n], n € N, and

(0, T ) Hopsgo = 2nhudysy = {xnhlskdl+1 for k < 17} _ {xnskhl+1dl+1 for k < l»}

Tphisgp1d; for k >1 Tnsphid; for k>1
B {(xnsk,’r"”(l“))HnH for k < l,} B {(xnsk,’c"“l)HnH for k < l,}
N (pse, T2 H, fork>1 [ (s, T2 0H,y for k>1
= (zpsp, PV H, ) = (s, TV TSN H
= (0, T sk iy

for all z,, € X,,, k € [0,n], I € [0,n], n € Ny. Since additionally
(20, T) Hndgy = T frndi = T di foo1 = (@ndie, ©°) Hno1 = (2ndy, 1) Hyq = (25di, T0dg) Hyos
= (@, ") Hp 1
for all z,, € X,,, k € [0,n], n € N, and
(T, TV HpSk = T frSk = ToSkfro1 = (@nsk, T ) Hp—1 = (2nSk, 0"1°)Hyy 1 = (2n8k, T8k ) H 1
= (2, ™)) Hy 1

for all z,, € X,,, k € [0,n], n € Ny, we know that the maps H,: X,, x AL — Y, yield a simplicial map
X x A' 5 ¥ Furthermore, we get

xn(inSO)an = (‘TnyTO)Hn = T fn
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as well as
Zp(insy)n Hy = (mn,T"+1)Hn = x,hodo = Tp9n

for all z,, € X,,, but this shows the insgH = f and ins1 H = g.
Conversely, we let X x Al 2 Y bea simplicial map such that

X X

, X
!

x Al
lH

Y

g

commutes. For n € Ng, k € [0,n], we define hy: X,, — Yoi1,7n — (2psk, "1 H, 1. According to
proposition (2.4) we get

T hydy = (xnsl,T"+1_l)Hn+1dk = (.Z‘nsl,’l'n-"_l_l)dan = (mnsldk7’t7"+1_ld;€)H

(rpdpsi_1, 8Pt H, ifk <, (rpdpsi_1, ™Y H, i k<,

) (@, 5’f ntl-Op, if k=1, ) @, |, if k=1,

) (g, SR h H, ifk=1+1, | (zp, 7 HH, ifk=1+1,
(z, dk 18, =0 H, ifk>1+1 (rpdp_1s;, T YHH,  ifk>1+1
(zpdpsy_1, ™ CH, if k<, endphi_1  if k<1,

) (@, "D H, if k=1, ~Japhpoady ifk=1kE#0,

N (g: -HH, ifk=1+1, Janhwdy ifk=I1+1,k#n+1,
(x dk s, O H, ifk>1+1 Tpdp_1hy ifk>1+1

and

1-1 1-1
s Hgo = (nsisk, T 'sp) Hygo

) @nsgsigr, 0PI Hy o iR <L | (@esksien, T Hyye i k<
TpSk_151, OF T T OH, o if k> 1 (Tpsk_15, T2 O H, 1o ifk>1

(
. ({L‘nSkSl+1,Tn+2_(l+1))Hn+2 if k£ <I, . $nSkhl+1 if k£ <I,
B (Tpsp_18, T2 H, 0 ith>1 [ \azasioihy ifk>1

Tnhisy = (:Unsl,T”+1_l)H 118k = (Tnsy, T

for all z,, € X,,, k € [0,n+ 1], 1 € [0,n], n € Ng. Moreover, we have

Tphndngp1 = (@pspdpyr, T dpg 1) Hy = (2, 8" Y H, = (20, ) H,, = 2, (inso)n Hpy = 2 fo
and

zphodo = (2,50dg, T"T1dg) = (2ns0do, EOT"Jrl) = (xn,T"+1)Hn =z, (ins1 ) Hy = Tngn

for all x,, € X,,, n € Ny, that is, (hg € set(Xn, Yn11) | k € [0,n],n € Np) is a simplicial homotopy from f to g.
At last, it remains to show the bijectivity. Thereto, we let (hy € set(Xn, Ynt1) | £ € [0,n],n € Np) be a simplicial
homotopy from f to g. We define H,,: X,, x AL -V, by (z,,,1°)H,, := z,, fn and (z,, ™ %) H,, := 2, hxdy
for z,, € X,,, k € [0,n], n € No, and we define hl,: X, = V11,25 — (2nsg, T 1% H, 1 for k € [0,n], n € N.
Then we get

n+27(k‘+1))H

I . +1-k _ _ . _ _
xphy, = (Tpsk, T VHyq1 = (2p8k, T n+1 = TpSphrr1desr = Tohespdryr = vl

for all z,, € X, that is, hj, = hy, for all k € [0,n], n € Ny.
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Conversely, we let X x Al ¥ be a simplicial map such that insgH = f and ins;H = g and define
maps hy: X, — Yni1,Tn = (2p8, T T F)H, oy for k € [0,n], n € Ny and maps H.: X,, x AL = Y, by
(2, ) H!, := 2, f, and (., 7" "F)H! = 2, hpdy, for x,, € X,,, k € [0,n], n € Ng. This implies

(2, TV H!, = & fro = 20 (in80 ) Hpy = (2, T°) H,,

and
(mean k)H =z hpdy = (Jinsk,Tn+1ik)Hn+1dk = (znsk,’r”H*k)dkH, = (:Enskdk,Tn+17kdk)H
_ (xn,ék,rn+1 k)Hn _ (x,L,Tn+17k)Hn
for k € [0,n], x, € X,,, n € Ny, and hence H' = H. O

(2.6) Definition (simplicial homotopy). We let X and Y be simplicial sets and X L5 Y and X % Y be
simplicially homotopic simplicial maps. A simplicial map X x Al .y such that

X X

X
f

x Al
lH

Y

g

commutes is also called a simplicial homotopy from f to g. We write f A, g for a simplicial homotopy from f
to g.

Hence the standard 1-simplex Al plays the role that the real interval [0, 1] has in the category of topological
spaces.

Next, we show how simplicial homotopy in one category can be transferred to simplicial homotopy in another
category and introduce the related notion of a homotopy equivalence.

(2.7) Proposition. We let C and D be categories and C L, D be a functor. Further, we let X and Y be
simplicial objects in C. If X Ty and X -5 Y are simplicially homotopic morphisms in C, then F'.X RNy
and FX 2) FY are simplicially homotopic in D.

Proof. We suppose that f ~ g by a simplicial homotopy (hx € ¢(Xn, Ynt1) | k € [0,n],n € Np). Then we have
(Fhn)diiy = (Fho)(Fdy ) = F(hady 1) = Ffa = (Ff)a

and
(Fho)dy™ = (Fho)(Fdy) = F(hodg) = Fgn = (Fg)n

as well as

F(d¥hi—q) for k <1,
F(hg_1d)) for k =1k #0,
(
(

Fh)dEY = (Fh)(FdY) = F(lydY) =
(Fh)di ™ = (Fho(Fdy ) = F(ludy ) F(hedY)  fork=1+1k#n+1,

F(dX b)) fork>1+1

FdX)(Fhy_y) for k <, AFX(Fhy_y) for k <1,
Fhy_1)(FAdY) for k=1k#0, ) (Fhy—)dfY fork =1,k #0,
Fh )(FdY) fork=1+1,k#n+1,[ )(Fh)dlY  fork=1+1,k#n+1,

(
_ )
(
(F&X )(Fhy) fork>1+1 diX (Fly) for k>1+1
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and

(Fhl)sfy = (Fhl)(FSi/) = F(hlsz/) = {

_ sEX(Fhyq) for k <1,
sFX (Fhy) for k > 1

F(sXhiy) for k < l,}

(Fsi¥)(Fhi41) for k <1,
F(sg b)) fork>1,

(Fsi* |)(Fh) fork>1

for all k € [0,n+ 1], 1 € [0,n], n € Ng. Thus (Fhy € p(FX,,FY,41) | k € [0,n],n € Np) is a simplicial
homotopy from F'f to Fg and we have F' f ~ Fg. O
(2.8) Definition (simplicial homotopy equivalence). We let C be a category. Simplicial objects X and Y in C

are said to be simplicially homotopy equivalent if there are simplicial morphisms X L) YandY -4 X in C
such that fg ~idx and gf ~ idy. In this case we write X ~ Y and we call f and g mutually inverse simplicial
homotopy equivalences.

(2.9) Proposition. We let C and D be categories and C £ D be a functor. If there are simplicially homotopy
equivalent simplicial objects X and Y in C, then the simplicial objects FX and FY in D are simplicially
homotopy equivalent, too.

Proof. Suppose there is a homotopy equivalence X i> Y with inverse Y -5 X. Then we have fg ~idx and
gf ~idy. By proposition (2.7), we get

(Ff)(Fg) = F(fg) ~ F(idx) = idpx and (Fg)(Ff) = F(gf) ~ F(idy) = idry-.
Thus F'f is a simplicial homotopy equivalence between F X and FY with inverse Fg. O

We introduce some notation needed later.

(2.10) Definition (simplicially contractible simplicial set). A simplicial set is called simplicially contractible
if it is simplicially homotopy equivalent to Const *, where * denotes a set with a single point.

(2.11) Definition (simplicial deformation retract). We let X, Y be simplicial sets and Y’ —%5 X be a dimen-
sionwise injective simplicial map, that is, i, is assumed to be injective for all n € Nj.

(a) We call Y a simplicial deformation retract of X, if there exists a simplicial map X —— Y such that
ir =idy and 7i ~ idx. In this case, r is called a simplicial deformation retraction.

(b) We suppose given a simplicial set X', simplicial maps X X and X <% X’ and a simplicial homotopy

f A, g. Then H is said to be constant along i, if (Ynin,™)Hn = Yninfrn = Yningn for all y, € Y,
ke [O,Tl—f'l], n € Np.

(c) If there exists a homotopy i T x which is constant along ¢, we call Y a strong simplicial deformation
retract of X and r a strong simplicial deformation retraction.

§2 Simplicial homology

In this section, we introduce simplicial homology for simplicial sets. To do this, we have to construct from a
given simplicial set a complex in a module category, so that we can take its homology to be the homology of
the given simplicial set.

We begin now with a little bit more general framework, introducing a complex associated to every simplicial
object in an additive category.

Throughout this section, we let A be an additive category.

(2.12) Remark. We let A be a simplicial object in A. Then the objects A, together with the morphisms
A, 9, Ay _1 defined by

9:= > (-1)kd,

kelo,n]
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form a complex with entries in A.
%A, % A2 A

Proof. Applying the simplicial identities, we compute

00=( Y (D' D)= D D (D)Frdd

1€[0,n+1] keo,n] 1€[0,n+1] k€[0,n]

= ¥ Y 0tk Y3 ()
le[0,n+1] ke[0,1—1] l€[0,n+1] k€[l,n]

= XX )ads Y3 (),
ke[0,n+1] 1€]0,k—1] ke[0,n] l€[0,k]

= XX yads 3 ()
ke[l,n+1]1€[0,k—1] ke[l,n+1] 1€[0,k—1]

— Z Z DR (dpd; — dydg—y) = 0

ke[l,n+1]1€[0,k—1]
for all n € N. O
(2.13) Definition (associated complex). For a simplicial object A in A, the complex
CA=(..- 5 4, -5 4, -2 A
with entries C, A := (CA),, = A,, for n € Ny and differentials

0:= > (~1)kdx

keo,n]
for n € N is said to be the complexr associated to A.

(2.14) Proposition.

(a) Given simplicial objects A, B in A and a simplicial morphism A —2+ B, there exists an induced complex
morphism

ca 2% B,
which is given by C,¢ := (Cyp),, = ¢, for all n € Ny.
(b) The construction in (a) yields a functor
sA-S CA).

Proof.

(a) Since the morphisms A, £y B, for n € Ny commute with all face maps, they commute with the
differentials of CA.

(b) We let A, B, C be simplicial objects in A and A <5 B, B -5 C be simplicial morphisms. Then we
obtain

(Cnf)(Crng) = fugn = (fg9)n = Cn(f9)

and
Cpida = (ida)n =1ida, =idc,a = (idca)n
for all n € Ny, that is, we have a functor

sA -5 c(A). O
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Simplicial homotopy induces complex homotopy. This will be shown now.

(2.15) Proposition. We let A and B be simplicial objects in A. If A Sy Band A % B are simplicially

homotopic morphisms in A, then CA &y ¢B and CA 2% CB are complex homotopic morphisms between the
corresponding associated complexes.

Proof. We suppose f ~ g by a simplicial homotopy (hx € 4(An, Bry1) | k € [0,n],n € Np). For each n € Ny,
we define a morphism A, —> B+1 by
W= > (=1)Fhy.
ke[o,n]

This implies

0+ 0,y = (Y (“D'R)C Y (DR (Y0 (DR Y (<))

1€[0,n] ke0,n+1] ke0,n] l€[0,n—1]
- Z Z (=) hidy, + Z Z 1) Edyhy
1€]0,n] k€[0,n+1] 1€[0,n—1] k€[0,n]
= > > DT+ Y (di—hidi)+ Y Y (=) iudy
le[0,n] k€[0,l—-1] lelo,n] lg[0,n] ke[l42,n+1]
+ DD DG Hlan Y
€[0,n—1] k€[0,n]
= Z Yo Db+ (hodo = hadig) + >0 Y (Do
l€[1,n] ke[0,1—1] 1€[0,n—1] k€[l+2,n+1]

+ > () Ry

1€[0,n—1] k€[0,n]

Z Z <_1)l+kdkhl - Z Z l+kdkhl

le[0,n—1] kE€[0,1] 1€[0,n—1] k€[l+1,n]

+ Y > (=) ey

1€[0,n—1] k€[0,n]

:gn_fn

for all non-negative integer n € Ny and hence (h], € 4(An, Bny1) | n € Np) is a complex homotopy between C f
and Cg. O

(2.16) Proposition. We let A and B be simplicial objects in A. If A and B are simplicially homotopy equivalent
simplicial objects in A, then the associated complexes CA and CB are homotopy equivalent complexes with
entries in A.

Proof. We let A s Bbea simplicial homotopy equivalence with inverse B -2+ A, that is, fg ~ id4 and
gf ~idg. By proposition (2.15), we get

(Cf)(Cg) = C(fg) ~ Cida =idca and (Cg)(Cf) = C(gf) ~ Cidp = idcp.
Hence CA is homotopy equivalent to CB since Cf is a homotopy equivalence with inverse Cg. O
Now we apply definition (2.13) to the context we have in mind.

(2.17) Definition (associated complex to a simplicial set). We let R be a commutative ring. For a simplicial
set X, the complex C(X; R) := CRX is called the complex associated to X over R. If R = Z, we will just speak
of the complex associated to X and we write C(X) := C(X;Z).

(2.18) Definition (simplicial homology and cohomology of a simplicial set). We let R be a commutative ring,
M an R-module and X a simplicial set. The nth (simplicial) homology group of X with coefficients in M over
R is defined to be

H,(X,M;R) := H,(C(X;R) @ M).
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The nth (simplicial) cohomology group of X with coefficients in M over R is defined to be
H"(X,M;R) := H"(g(C(X; R), M)).
Moreover, we abbreviate

H, (X3 R) == Hp (X, R R),
H,(X,M):=H,(X,M;Z),
H,(X):=H,(X,Z;Z)

and

H"(X;R) := H"(X, R; R),
H" (X, M) = H"(X, M3 2),
H'(X) := H"(X, Z; Z).

(2.19) Example (singular homology of a topological space). Given a topological space T, then the integral
singular homology groups (cf. example (1.10)) are defined to be

H,(T;Z) := H,(ZST) for n € Ny.

(2.20) Proposition. Given simplicially homotopy equivalent simplicial sets X and Y, we have
H,(X,M;R) =2 H,(Y,M;R) and H"(X, M; R) 2 H"(Y, M; R)

for all n € Ny and every module M over a commutative ring R.

Proof. We let X,Y € ObsSet with X ~ Y and we let R be a commutative ring and M be an R-module. It
follows from proposition (2.9) and proposition (2.16) that C(X; R) ~ C(Y; R). Since the functors — ® g M and
r(—, M) preserve homotopy equivalences, the complex homotopy invariance of the homology functor implies
the asserted statements. O

§3 The Moore complex

In the last section we attached a complex C to a given simplicial object A in an additive category .A. Here
we will introduce a subcomplex MA of CA if A is an abelian category. At the end, we will show that both
complexes are homotopy equivalent and so deliver the same homology.

We suppose given an abelian category A.

(2.21) Remark. We let A be a simplicial object in A. We let

M,A := ﬂ Kerdy, for all n € Ny.
ke[1l,n]

Then we may let
M,A -2 M, A

be induced by A, o, A, _1 for all n € N, forming a complex
MA = (... -5 MaAd -Z5 M4 -2 MpA).

Proof. We have
(M, A)dody, = M,,A)dj1do = 0 for all & € [0,n — 1],

that is, (M,A)dy = Kerdy for all k£ € [0,n — 1] and therefore (M,A)dy =< nke[l,n—l] Kerd, = M, _{A.
Altogether, the differentials

M,A -2 M, A
are well-defined and fulfill 00 = 0. O
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(2.22) Definition (Moore complex). We let A be a simplicial object in A. The complex M A given as in remark
(2.21) is called the Moore complex of A.

(2.23) Proposition. Given a simplicial object A in A, the Moore complex M A is a subcomplex of the associated
complex CA.

Proof. Letting M, A -+ A,, denote the embedding of M,, A into A,, for all n € Ny, we have

N Z (=1)kdy) = Z (=1 tndi = tndo = M0y,

ke€[0,n] ke[o,n]

because ¢, factorises over each kernel of dj, for k € [0,n], n € N. Hence we have a commutative diagram

HMA
MnA E—— Mn, 1 A

l m J/
Ln ln—1
CA

o
An — An—l

for each n € N, that is, the ¢, for n € Ny yield a complex monomorphism
MA — CA. O
(2.24) Proposition.

(a) Given simplicial objects A, B in A and a simplicial morphism A “s B , there exists an induced complex
morphism

MA M2 MB,
where M,,¢ := (My),, is induced by ¢,, for all n € Ny.
(b) The construction in (a) yields a functor
sA L c(a).
Proof.

(a) The morphisms A, £y B,, induce morphisms M,, A Mne, M, B for n € Nyg. Denoting the embeddings
from M, A into A,, resp. from M,, B into B,, by

A B
M, A - A, resp. M;, B - By,
we compute

aMA(Mn—lw)Lf—l = aMAL;?—lﬂon—l = LﬁacA‘Pn—l = LﬁwnaCB = ‘PnLEaCB = ‘PnaMBLB

n—1

and since (2 | is a monomorphism, this implies d(M,,_1p) = ¢,,0 for all n € Ny. Hence the morphisms

M, ¢ for n € Ny yield a complex morphism M A Me MB.

(b) We suppose given simplicial objects A, B, C' in A and simplicial morphisms A —~s Band B -2 C. The
embeddings are denoted as in (a) by

LA LB LC
M,A = A, resp. M,,B - B, resp. M,,C — C,,
for all n € Nyg. Then we have

(Mn@)(Mnl/})Lg = (Mn‘P)wan = Lﬁ‘ﬁnwn = Lﬁ(@w)n = Mn(Sm/J)LS
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and
(MnidA)L;? = L;;‘(idA)n = LﬁidA" = idMnALﬁ = (idMA)nL;;‘

for all n € Ny. Since (§ and ¢} are monomorphisms, we conclude that (M,)(M,1) = M, (p) and
M,ids = (idma)n for all n € Ng. Thus we have (Mg)(My) = M(pt) and Midg = idya and hence, we
have a functor

sA 2L c(A). O

Our next aim is to ameliorate this proposition in the sense that we intend to show that the Moore complex
is even a direct summand of the associated complex. A complement can be specified, namely the degenerate
subcomplex. This will be introduced now.

(2.25) Remark. There exists a subcomplex DA < CA for every simplicial object A in A with D, A :=
Zke[(),nfl] Ims; for each n € Np.

Proof. We have

(Imsx)0 = Im(s;0) = Im(se > (—=1)'d;) = Im( (=D'dise—1 4+ Y, (=D'di1sk)
le[0,n] le[0,k—1] le[k+2,n]
= Z Im(dlsk_l) + Z Im(dl_lsk) = Z Imsp_1 + Z Ims; < Z Ims,,
1€[0,k—1] lelk+2,n] 1€[0,k—1] le[k+2,n] me[0,n—2]
=D, 1A
and hence

(D,A)0 <D, 1A
for all n € N, that is, the subobjects D,,A < A,, for n € Ny yield a subcomplex DA < CA. O

(2.26) Definition (degenerate complex). We let A € ObsA be a simplicial object in A. The subcomplex
DA = CA given as in remark (2.25) with Dy A = 37, 5, Ims; for all n € Np is called the degenerate
complex of A.

(2.27) Proposition. For k € [0,a], « € N, we let F(—k) € C(A) be complexes with entries in A. Further, we
let

o(—k) Y(=Fk)

F(-k+1) F(—k) and F(—k) —— F(=k+1) for k € [1,q]

be complex morphisms and we let (h(—k), | n € Z) be a complex homotopy from idp(_j41) to p(—=k)Y(—k),
k € [1,a]. Note that h(—k), is a morphism from F(—k + 1), to F(—k + 1),+1. Then we have a complex
homotopy (H(—a), | n € Z) from idg(g) to o(—1)...o(—a)(—a)...¥(—1) given by

H(—a)n= > @(=Dn...o(=k+ Dnh(—k)nt)(—k + Dy .. .9h(=1) 41 for all n € Z.
kel,a]

Proof. We proceed by induction on « € N. For @ = 1, we have H(—1),, = h(—1), for all n € Z and there is
nothing to show. Now we assume that o > 1 and that the assertion holds for all smaller natural numbers. Then
we compute

idF(O)n —(—=1)p . p(=a)ph(—=a)n ... p(=1),

=1idp(0), — P(=D)n(=1)n + o(=1)n0(=1)n — (=1)p . .. o(=)nP (=) . .. (= 1),

= idF(O)n - 90(_1)71'1/}(_1)71 + @(_1)n(idF(—1)n - @(_Q)n v W(_a)n¢(_a)n oo ¢(_2)n)w(_1)n

— h(=Da0+ OM(nr + 9D (( X D+ D)tk + Do o (D))

ke(2,a]

F00 Y. (=Dt o=k + Duh(=k)uor(—k + D (=2)0) (1),

ke(2,a]



28 CHAPTER II. SIMPLICIAL HOMOTOPIES AND SIMPLICIAL HOMOLOGY

= h(*l)na + ah(fl)n—l =+ ( Z @(*1)n v @(*k + 1)nh(*k)n¢(*k + 1)n+1 cee ¢(*2)n+1)a¢(*1)n

Koo
+ w(—1>n6(k%: | so(—2)n_[1 -]. (= A Dt h(=k) 19 (= + 1) (=1)n)
= h(~1),0 + 8h(—1’)n_1 - (k%: | P(— Do (k4 Dnh(—k)ntp(—k + Vgt -« 0(=2) 1) (1) 0410
+ a<p(—1)n1<k%: | <p(_2),;,1 o=k A+ 1) 1R (—k) (= + 1)y p(—1))
= h(=1),0 + 8h(—1)n’,1 + (k% | O(=1)p o=k 4+ 1) h(=k) (= + Dpg1 - o 1h(=1)ps1)d
+ a(g[g: | o(—1)p_1... gp(—,k + )1 h(=k)p1(=k 4+ 1), ... 0(=1),)
= (Hzl ]@(vl)n (k4 Dah(=k)nt(=k + Dng1 - (=1)nt1)0
+ 5( > e(-Dna o=k 4+ Do h(=k)n_19(—k + 1) ... 0(=1)5)
a0+ om (s
for all n € Z and so (H(—a), | n € Z) is a homotopy form idp(g) to ¢(=1)...p(—a)(—a)...¢(=1). O

(2.28) Theorem (normalisation theorem). We have
CA=DA® MA and CA ~ MA

for each simplicial object A € ObsA in A.

Proof. In the first step, we construct a pointwise finite pointwise split filtration from MA to CA. Thereto, we
let

F(—a), = ﬂ Kerdy, for all a,n € Ny,
k€[max(l,n—a+1),n]

and we denote by F'(—a)y, LGOLN A,, the embedding from F(—a), into A,. We let a non-negative number
a € Ny be given. Since

(F(—a)p)digd; = (F(—a)p)di+1dg = 0 for all k € [0, max(0,n — «)],! € [max(0,n — «),n — 1],

we have F(—a),d; =< Kerd, for all k € [0, max(0,n — )], I € [max(0,n — a),n — 1], and therefore

F(=a)ad = (F(=)a)( 3 (=) = (F(—a))( S (—1)Fde) = N Ked
kel0,n] ke[0,max(0,n—a)] le[max(1l,n—a),n—1]
= F(—a)n,l.
Hence we have induced morphisms
F(—a)n -2 F(—a)p_1

given by the commutative diagram

F(~a), —2> F(~a),_1

N(_C’)nl i#(_o‘)n—l
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where the vertical morphisms are the canonical embeddings. Since

0u(—a)p—2 = Op(—a)p—10 = p(—a),00 =0

and since pu(—an—2) is a monomorphism, we have 99 = 0 as morphisms F(—a«), — F(—a),—z for all n € N,
n > 2, that is, the objects F(—a), for n € Ny together with the morphisms 0 yield a complex F'(—«a) < CA.
We have embeddings

v(—a)n

F(—a), F(—a+1), for each o € N;n € Ny,

and we have
w—a)y = tl—a)pt(—a+ 1)y ... t(=1),.
These embeddings yield complex morphisms

F(- )M>F( a+1) forall @ € N,

because we have commutative diagrams

F(—a), —2— F(=a)n_1

L(—Oz)nl lb(a)n—l
Fl—a+1), —2> F(—a+1),_1

N(O‘Jrl)nl lﬂ(_a+1)vr1

C,A—2 ¢, A

for all a,n € N (the upper square commutes since p(—a + 1),,—1 is a monomorphism). Since F(—a), = M, A

for all @ € Ny, a > n, the complexes F(—a) for @ € Ny yield a pointwise finite filtration from MA to CA.
To show that this filtration is pointwise split, we consider the morphisms

An id_dnfa«i»lsn—a An

for « € [1,n], n € Ng. For k > n — a+ 1, we compute

N(fa + 1)n(1d —dp—at1Sn— a ,U( o+ 1 dn—a+1sn—adk)
I a+1 dk—dk) ifk=n—a-+1,
N w(— )nde(id — dp—at18n—a) fk>n—a+2

m(—a)n

that is, we have an induced morphism F(—a + 1), F(—a),, such that the diagram

Fl—a+ 1) ——" p(—a),

H(_a""l)nl lﬂ(_a)n
id—dn_—ati1Sn—a

Ap An

commutes. Additionally, we define F(—a + 1), =, F(—a)y, for @ > n by
(=), :=1idm, 4.
Then we have

(ld — dlso)do = do — d150d0 = do — dl.
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and

(ld - dn7a+lsnfa) Z (_1)kdk = Z (_1)k(dk - dnfaJrlSnfadk)

ke[0,n—a] ke[0,n—a]
= Z (_1)k(dk - dkdnfasnfafl) + (_l)n_a(dnfa - dn7a+1)
kel0,n—a—1]
= > (=DFdp(d = dp_asn-1-a) + (1) dna + (1" dyaga
kelo,n—a—1]
= > (=D*d(id = dp-aSn-1-0)
ke[0,n—a+1]

for all @ € [1,n — 1], n € N. This yields

(=n)np(—1)p0 = m(—n)ppu(—n)ndo = p(—n + 1), (id — diso)do

T(=n)ndp(=n)n-1 -
(=n+1)n(do —di) = p(—n+1)n0 = Opu(—n + 1)p—1 = On(—n)n—1p(—1)n-1

=
=W
and

T(—=)n (=) -1 = (=) (=)0 = T(—a)npt(—a)n( Z (_1)kdk)

ke[0,n—a]
= p(—a + 1)n(id = dp—at15n—a)( Z (—=1)*dy)
k€[0,n—a]
= p(—a+ 1)u( Z (_1)kdk)(id —dn—aSn—1-a)

ke[0,n—a+1]
= M(_a + 1)n8(1d - dn—asn—l—a)
= 8#(—0[ + 1)n71(1d - dnfasnflfa) = 6”(_04)7171/1(_@)7171

whence 7(—a),0 = Or(—a),—1 for all @ € [1,n], n € N. Since additionally 7(—a),d = id0 = 0id = In(—a)p—1
for all @ > n, n € N, we have proven that the morphisms 7(—«),, yield complex morphisms

Fl—a+1) 5% p(—a).
We get

(—a)pp(—a+1),(0d — dp_a+18n—a) for a <n,
(—a)pp(—a+ 1), for a >n

U(=a)nm(—a)pp(—a), = {

p(—a),(id — dyp—aqy18n—a) for a <mn, (o)
(=), for a >n a

for all n € Ny and therefore t(—a)m(—a) = idp(_q) for each o € N.
Now we recall resp. define

M,A % C,A and C, A =% M, A
by
tn = p(—n)p = t(=n)pt(—n+ 1)y ... t(=1), and 7, ;== 7(=1)y ... 7(—n + 1), 7(—n), for all n € Ny.

The morphisms ¢,, for n € Ny yield a morphism of complexes by proposition (2.23). Additionally, the morphisms
m, for n € Ny yield a complex morphism

CA -5 MA
since we have

TnOMA = 7(=1),, ... 1(=n + 1) pm(—n)pdo = 7(=1),, ... (=1 + 1), 7 (—n),0F ™)
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=7(=1)p ... 7(—n+1),8F 7 (—n), 1 = On(=1),_1 ... 7(—n+1),_1id = 8%4m,_,
for all n € N. Because of
tnTn = t(—n)...t(=1)m(=1)...7w(—n) = idp, 4 for all n € Ny
we obtain a split exact sequence
Kerm — CA =5 MA,

and thus CA = (Ker m) ® MA. To show the desired decomposition of CA, it remains to prove that Kerm = D A.
We let n € Ny be a non-negative integer. First, we have

Tty = m(=1) .. w(=n)pu(—n) =w(=1) ... 7(—n+ Du(—n+ 1)(id — diso)
= 7T(—1) . Tl'(—?’l + 2),&(—7’1 + 2)(1(1 - ngl)(id - dlso) =...
= (ld - dnSn_l)(id — dn_lsn_g) N (ld — ngl)(id — dlso),

SO Tty has the form m,t, =id — ¢, where ¢ is a signed sum of morphisms that can be written as composites of
faces with at least one degeneracy. Note that if Ker(id — ¢) —— C, A denotes a kernel of id — ¢, then x = .
Hence

Ker 7, = Ker(m,t,) = Ker(id — ¢) < Imp <D, A.
Conversely, we have

SpTnly = Sk(id — dnSnfl) . (ld — dk+25k+1)(id — dk+1Sk)(id — dkSkfl) N (ld — dlso)
= (ld — dn_lsn_g) e (ld — dk+1sk)sk(id — dk+1sk)(id — dksk_l) . (ld — dlso)
= (id - dn_lsn_g) cee (id - dk+1sk)(sk - Sk)(id - dksk_1) . (id - dlso) =0,

whence Ims, < Ker(m,t,) = Kerm, for all kK € [0,n — 1] and thus D, A < Kerm,. Altogether, this implies
Kerm = DA (since both are subcomplexes of CA, the pointwise proof is sufficient).
Finally, we want to show that CA ~ MA. Thereto, we show that each embedding

F(—a) 2% F(—a+1)

for a € N is a homotopy equivalence. More specifically, since t(—a)m(—a) = idp(_q), we show that
m(—a)i(~a) ~idp—aq1) for all a € N.

We suppose given o € N and n € Ny such that n > o — 1. Then
w—a+ 1) psp—at1dr = p(—a+1)pdg—18p—ar1 =0 for all k € [n — a + 3,n + 1].

Hence we have an induced morphism h(—«),, given by the commutative diagram

h(—a)n
Fl=a+ 1 —" . P(—a+ 1oy
P‘(_O“'Fl)nl \Ll‘(a+1)n+l
(71)n_asnfoc
n = An+1

Additionally, we set h(—a), := 0 for n € N, n < a — 2. Then we obtain
(—l)niaSO(dO — dl) =0=id —id

for n =a — 1. For n > «, we get

e G S A R D DI G D 8] CS i

ke0,n—a+2] ke[0,n—a+1]
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= Z (*1)nia+kdksn—a + Z (*1)nilia+kdksn—a = dn—a+1sn—a
ke[0,n—a] kel0,n—a+1]

id — (id — dp—at15n—a)-

This implies

(h(—n — 1), 0 + Oh(—n — 1)p_1)p(—n)p

h(
1(

= 1), 0=} = (=) (—so(dy — 1))
—n)p(id —id) = (id = 7(—n — D)pe(—n — 1)p)p(—n)y

as well as

(h(=)n0 + Oh(—a)pn—1)p(—a + 1)p
= N(_a + 1)n<(_1)n_asnfa+1( Z (_1)kdk) + ( Z (_1)kdk)(_1)n_1_asnfa>

ke[0,n—a+2] ke[0,n—a+1]
= p(—a+1),(1d = (id = dp—at18n-a)) = (id = T(—=a)nt(—a)n)u(—a + 1),

for n > «a. Altogether,
h(=a)n0 + Oh(—a)p—1 = id — 7(—a)nt(—a), for all n € N with n > a — 1.

Since this equation also holds for n < a«—1 (because of the trivial definition of h,, ), we see that (h(—a), | n € Np)
is a complex homotopy from idp(_q41) to m(—a)i(—a). Thus

F(—a) 2% F(—a +1)

is a homotopy equivalence for all a € N.

Still it remains to construct a homotopy from idc4 to me. Since (h(—a), | n € Ny) is a homotopy from idp(—a41)
to m(—a)i(—a) for every a € N, by proposition (2.27) we have a complex homotopy (H(—a), | n € Ny) from
idga to m(=1)...7m(—a)e(—a)...t(—1) given by

H(—a)n = > m(=Dn...7w(=k+ Dnh(—k)nt(—k + Dng1 .. (=11
kel,a]

for every n € Ny, a € N. But since h(—k),, =0 for all k € [n + 2, a], we get

H(—a), = > (=D o=k + Dph(=k)pe(—k 4+ Dngr - o t(=1)npa
k€[l,min(n+1,a)]

for all n € Ny, a € N, and hence

H(—-a), = H(—n —1), for all @ € N with a > n + 1,n € No.
With

H, := H(—n — 1), for all n € Ny, going from C,A to C, 14,
we compute

H,0+0H, 1 =H(—n—-1),0 +0H(—n)p—1 =H(—n—1),0+0H(—n — 1)1
=id—7(—=1)p...7(=n)pm(—n — 1)pe(—n — V)pt(—n)p ... t(—1)1
=id—7(—=1)p...7(—n)pt(—n)p ... t(=1); =id — mptp

since 7(—n — 1)pe(—n — 1), = id. Thus (H, | n € N) is a complex homotopy from idca to m¢ and we have
MA ~ CA. O
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§4 Path simplicial objects

We want to introduce the path simplicial object of a given simplicial object. Thereto, we have to study first a
certain endofunctor of the category of simplex types A.

(2.29) Proposition.
(a) We may define a functor

Sk
A2

A
by Shin] := [n+ 1] and

10 i € [0,m],
n+1l i=m+1

i(She) := {

for every morphism [m] N [n] in the category of simplex types A, m,n € Np.
(b) We have

Sh&* = & for all k € [0,n),n € N, as morphisms [n] — [n + 1]

and
Sho* = o* for all k € [0,n],n € Ny, as morphisms [n + 2] — [n + 1].
n+1
(¢) The cofaces [n] LUMEN [n + 1] yield a natural transformation

3 5o+1
ida —— Sh.

(d) We have (Shd)o™ = 0™0 for all morphisms [m)] N [n] in A such that md = n.
Proof.

(a) We let m,n,p € Ny be non-negative integers and [m] N [n], [n] = [p] be morphisms in A. Then we

have

) _Jibp i€ [0,m], | _ J(i0)(Shp) i €[0,m], _
Z(Sh(ep))_{p—kl i:m+1}_{(n+1)(8hp) i:m—l—l}_ (8h0)(Shp)

and

Z(Shld ) . Zld[m] 1€ [O,m}, . ) 1€ [O,m], —
T Y m1 i=maet [ Ym41 i=ma1, [

for all i € [0,m + 1], that is, Sh(6p) = (Sh#)(Shp) and Shidy,,) = idgn[m). Hence

AN A
is a functor.
(b) We have

) ) i 1€[0,k—1], ) ]
ok € |0,n—1], €0,k —1],

i(Shs*) = {" L G I S L i€l b4 e
n+l i=n . i+1 i€ lk,n]

n+l 1=n
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for all 4 € [0,n] and
o e [0+ i iel0E, i [0
1 A ,n R . . 1 ? s Kofy
i(Sho®) = . =qi—1 ie€k+1l,n+1], p=1<. _
n+l i=n+2 _ i—1 ielk+1,n+2]
n+1l 1=n+2
=ick

for all i € [0,n + 2]. Hence we have Shé* = &* for all k € [0,n], n € N, and Sho* = o* for all k € [0,n],
n € Np.

(c) We let [m] N [n] be a morphism in A. Then we have
i8™T1(Shh) = i(Shh) = if = iHs" !
for all i € [0,m], that is, ™*1(Sh#) = 5"+, Hence the diagram

(m] 2" Shim]

G\L iShG
5n+1
[n] —— Shin|
commutes and therefore we have a natural transformation

. 5o+t
ldA —— Sh.

(d) For every morphism [m] N [n] in A we get
i(Shf)o™ = ifc"™ =i = ic™0
for all ¢ € [0,m]. Since m# = n, we have moreover
(m+1)(Shd)o" = (n+1)o" =n=mb = (m+ 1)c™6.
Altogether, (She)o™ = o™4. O
(2.30) Definition (path simplicial object).
(a) The endofunctor A ShA given as in proposition (2.29) by Sh[n] = [n + 1] and

/(Sho) 10 for i € [0,m],
7 =
n+1l fori=m+1

for all ¢ € [0,m + 1], morphisms [m] N [n] in A, m,n € Ny, is called shift functor of A.

(b) For a given category C, we define the functor

SCLSC

by P := ((Sh)°P,C) (remember sC = (A°P,()). Given a simplicial object X € ObsC in C, the functor P
assigns to X the simplicial object PX = X o (Sh)°P. It is called the path simplicial object of X.

(2.31) Proposition (classical description of the path simplicial object). We let X be a simplicial object in a
category C.

(a) We have P, X = X, for every n € Ny.

(b) The faces and degeneracies in the path simplicial object PX are given by d* = d;¥ for every k € [0,n],
n €N, and sp X =si for every k € [0,n], n € Ny.
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d'”. . . . . d.
(¢) The morphisms X, ;1 —— X,, for n € Ny form a simplicial morphism PX —*% X,

Proof. This is a consequence of proposition (2.29). O

The following notion is similar to that of a frontal morphism in [12], [13].

(2.32) Definition (backal morphisms). We let X be a simplicial object in a category C. A morphism X, N

X, for m,yn € Ny is called backal, if there exists a morphism [m] N [n] in the category of simplex types A
such that f = Xy and mf = n.

(2.33) Proposition. We let X be a simplicial object in a category C.
(a) If Xy is backal, where [m)] N [n] is a morphism in A, then we have

SnPQX = X05m~

(b) A morphism X, N X for m,n € Ny is backal if and only if there exists a representation

f=dn .\ Smp
with0O<m;<---<mpg<mand 0<ny <---<ny, <n,t,ut € Ny.
(c) If there exists a morphism [m — 1] -2+ [n — 1] in A such that f = P, X, then f is backal.
Proof.
(a) This is also a consequence of proposition (2.29).

(b) That follows from theorem (1.7) and its proof. Therein, the assertion n; # n is equivalent to n € [0,m]d
and since 6 is a monotonically increasing map, this is equivalent to mé = n.

(c) By our assumption, we have f =P, X = Xgp, and m(Shp) = n by the definition of the shift functor Sh.
O
The next theorem describes the significance of path simplicial objects in homotopy theory.

(2.34) Theorem. The path simplicial object PX of a simplicial object X in a category C is simplicially
homotopy equivalent to the constant simplicial object Const Xj.

Proof. Since dpd|,—1,0] = d|n,0) for all k € [0,n], n € N, and since spd|,41,0) = d|n,0) for all & € [0,n], n € N,
we have a simplicial morphism

PX 2 Const Xo

given by D, = d|, for all n € Ny. Further, we have sy ,1dx = srg,—17 for all k& € [0,n], n € N, and
S70,n]Sk = S[0,n+1] for all k& € [0,n], n € Ny, so that there exists a simplicial morphism

Const X, Spx

given by S;, = sy, for all n € Ng. We have S,,D,, = s[g,,1d|,0] = idx, for all n € Ny. Hence D is a retraction
with coretraction S.

For each k € [0,n], n € Ny, we define the morphism P, X LN Ppy1X by hg = d|pn k41)5[k+1,n+17- Then we
have h,dn41 = spp1dny1 = idp, x and hodo = d|4,1)871,n+11d0 = d|n,0)S[0,n] = DnSn for all n € Ng. Further,
we get

dins1)despe  for k <1,
hidk = A1 Sp1,ne11dk = § dinkt1)deSten) for k=10k#0
dini+1)Si41,m)  fork>1+1
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ddenfl,lJS[l,n] for k < I, diphi—1 for k <,
= dl_n,kjs[k,n—i-ﬂ dk for k = l, k 7& 0 = hk—ldk for k = l, k 7é 0,
dg—1d{n-1,041)81141,n) fork>1+1 dp_1h; fork>1+1

and

din,i41)SkST142,n42) for k <1,
dl.nvl_l'_ljsl'l_i'_l’n_l'_z'l for k > 1

hisk = dni41)S1141,n4118k = {

_ Jsedingaita szt for k<1, | _ )skhuys for k<1,
Sk—ldLn-l-l,l—&-ljS[H—l,n—&-ﬂ for k > 1 Sk—1h; for k >1

for all k € [0,n+1],1 € [0,n], n € Ng. Hence (hy, € ¢c(PnX,Pr1X) | k € [0,n],n € Np) is a simplicial homotopy
from idpx to DS and we have proven that D is a simplicial homotopy equivalence, whence PX ~ Const X,. [

§5 The classifying simplicial set of a group

As an example for the notions introduced in this chapter, the homology of a group via its classifying simplicial
set is studied now.
Throughout this section, we suppose given a group G.

(2.35) Definition (classifying simplicial set of a group). The nerve NG of G is also called the classifying
simplicial set of G; cf. definition (1.35). In this context, we write BG := NG.

Recall that B,,G = G*™ and that the faces and degeneracies in the simplicial set BG are given by

(95)jeln—1,1] for k =0,
(95)jein-1,0/dk = { (95)je(n—1k+1] YU (9rgr—1) U (9))je k—2,0) for k€ [1,n—1],
(95)je|n—2.0] for k=n

for all (g;)jc|n-1,0) € BnG, k € [0,n], n €N, and

(95)jeln-1,08 = (95)jeln-1,k) U (1) U(g5)jek-1,0
for all (g;) ec|n-1,0] € BnG, k € [0,n], n € Ny.

(2.36) Definition (resolving simplicial set). The path simplicial set EG := PBG of the classifying simplicial
set of G is called resolving simplicial set of G.

(2.37) Proposition (classical description of the resolving simplicial set). The set of n-simplices of the resolving

simplicial set of G are given by E,G = G*("t1 for n € Ny. The faces E,,G BN E,_1G and degeneracies
E,G 2 E, .G are given by

(99)setnopds = § Bactn for k=0,
e (95)jenk+1] YU (9rgr—1) U (9))je|k—2,0) for ke [1,n]

for all (g);e(n,0) € EnG, k €[0,n], n € N, and
(95)j€ln,0156 = (95)jelnk) Y (1) U (95)je1k-1,0)
for all (g;) c|n,0) € EnG, k € [0,n], n € Ny.
Proof. Follows from proposition (2.31) and definition (2.35). O
From a homotopical point of view, the total simplicial set EG is trivial.
(2.38) Corollary. The resolving simplicial set EG of G is contractible.
Proof. Follows from theorem (2.34) and proposition (2.37). O
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With the help of EG, we are able to connect the homology of G and the homology of BG, as we will see now.

(2.39) Remark. For the following facts, we refer the reader for example to [21, section 2.3].
Recall that the bar resolution of G with entries in a commutative ring R is defined by (Barg.g), = RG®r(+1
for all n € Ny. It is a free resolution of the trivial RG-module R. A typical element of RG®r("+1) is written by

(Qi)?étn,oj =Ggn @ Ygn-1® - X go.
Note that RG®Rr(+1) ig free as an RG-module over the basis

{( H gi)fﬂnm | gi € G forie |n—1,0]}
i€ n—1,k|

and free as an R-module over the basis

{( H gi)%eLn,OJ | g; € G fori € |n,0]}.
i€ |n,k]

The differentials
)
(Barg,r)n — (Barg;r)n-1

in the bar resolution are given by

(.‘]i)z@EmoJa: Z (_l)k(gi)%tn,oy\k'

keo,n]
(2.40) Proposition. We let R be a commutative ring. Then we have an isomorphism
C(EG; R) — Barg.r
given by

Cn(EG; R) = (Barg;n)n, (97)je(no) = ( [ 95 0 for all n € No.

In particular, C(EG; R) inherits the structure of a complex of RG-modules, where the multiplication with an
element g € G is given by

9(95)jen,05 = (992) U (95)je(n.0)
for all (gj)jELn,Oj € E,G, n € Ny.
Proof. We let
on: Co(EG; R) — (Barg;r)n, (95) je|n,0] — ( H gi)?eLn,Oj for all n € Ny.
i€[n,j]

Since these maps are bijective and linear over R, it remains to prove the compatibility with the differentials.
Indeed, we have

(gj)jeLn,OJQDna:( H gi)?emojaz Z (*1)]6( H gi)?engAk: Z (*Uk(gj)jeLn,onksﬁnA

i€|n,j] ke[0,n] i€|n,j] ke0,n]

= (g5)jetno)( D> (=DFd)pn—1 = (g;)je(n,0/0Pn1
keo,n]

for all (g;)je[n,0] € EnG, n € N, and since E, G is an R-linear basis of C,,(EG; R), this means ¢, 0 = 0,1 for
all n € N. Hence the morphisms ¢,, for n € Ny yield an isomorphism of complexes

C(EG; R) %5 Barg.r.
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Via transfer of structure, the modules C,,(EG; R) become RG-modules and the morphisms ¢,, become isomor-
phisms of RG-modules with

9(97)ietno) = (9097 semoren)ent = (00 [T 9)5eimo)en' =0 T 995000’
i€|n,j] i€|n,j]

= (ggn) U (gj)je\_n—l,oj

for all g € G, (gj)jen,0] € EnG, n € No. As the differentials of Barg,r are RG-linear, the differentials of
C(EG; R) become RG-linear as well and hence C(EG; R) becomes a complex of RG-modules. O

We relate the complex of the classifying simplicial set with the bar resolution.
(2.41) Proposition. We let R be a commutative ring. Then we have

C(BG; R) 2 R®prq C(EG; R).
Proof. Since

1@ (g5)jen,0) = 1@ ((gn) U (gi)jeln-1,0)) =1 © gn((1) U(g5)je(n-1,0y) =1 @ (1) U(g)jeln-1,0))
for all (g;);e|n,0) € EnG, we obtain well-defined R-linear maps

on: R®rc Ch(EG; R) — C,(BG; R),
which are given by

(1® (95)jen0))en = (gj)je|n—1,0) for all (g;)je(n0] € EnG,n € No.
An inverse R-linear map to ¢, is given by

Cn(BG; R) = R®ga Cu(EG; R), (95)je|n-1,0) = 1@ ((1) U (95)je[n-1,0))-

Hence ¢,, is an isomorphism for all n € Ny. So again, it remains to verify the compatibility with the differentials:
We have

(1® (9)jen0) (R ®ra 0)pn—1 = (18 ((95)jen0/0)pn-1= (1@ ( D (=1)*(g7)je(n0dk))Pn-1
ke0,n]

= > D@ (9)jemode)en-1= D> (=1)*(gj)je(n-1,01dx

kelo,n] kelo,n]
= (9j)jeln—-1,010 = (1 ® (gj)je|n.0])n0
for all (g;);e|n,0) € EnG. Thus we have (R ®pg 0)¢n—1 = ¢n0 for all n € N.

R ®ne Cn(BG; R) —22%, R @pg Co 1 (BG; R)

wni iw

o)

Hence the maps ¢, for n € Ny yield an isomorphism of complexes
R ®gra C(EG; R) - C(BG; R). O

Now we are able to relate the (co)homology of the group G defined via Ext and Tor with the (co)homology of
its classifying simplicial set.

(2.42) Theorem (simplicial definition of homology and cohomology of groups). We let R be a commutative
ring and M be an R-module. Then we have

H,(BG,M;R) 2 H,(G,M;R) and H*(BG, M; R) =2 H"(G, M; R) for all n € Ny.



§5. THE CLASSIFYING SIMPLICIAL SET OF A GROUP 39

Proof. By the propositions (2.40) and (2.41) we have

H,(BG, M; R) = H,(C(BG; R) ®r M) = H,(R ®rc C(EG; R) ®r M) = H,(C(EG; R) ®rg M)
=~ H, (Barg.gr @ra M) = Tor®%(R, M) = H,,(G, M; R)

and

H"(BG, M; R) = H" z(C(BG; R), M) = H" 3 (R © e C(EG; R), M) 2 H" p:(C(EG; R), r(R, M))
= H"pe(Barg,r, M) = Extie(R, M) = H"(G, M; R)

for all n € Ng. O
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Chapter 111
Bisimplicial objects

In chapter II, §5, we associated to every group G its classifying simplicial set BG. As we will see in chapter
IV, this procedure can be applied dimensionwise to simplicial groups, and we obtain a simplicial object in the
category of simplicial sets. Such an object can be described more easily as a bisimplicial set, a notion we will
introduce now.

Furthermore, we have seen that one can associate a complex to every simplicial object in an abelian category.
This notion can be generalised to bisimplicial objects, in this case we obtain a double complex. A comparison
between the associated complex of the diagonal simplicial object and the total complex of this double complex
is given in the generalised Eilenberg-Zilber theorem in the last section of this chapter.

For further information, we refer the reader (again) to [8], [9], [17], [23], [26], [29, §8].

§1 From bisimplicial objects to simplicial objects

(3.1) Definition (bisimplicial objects and their morphisms). We let C be a category. The category of bisim-
plicial objects in C is defined to be the functor category

s?C := (A°P x A°P ().

An object in s2C is called a bisimplicial object in C, a morphism in s2C is called a morphism of bisimplicial
objects in C.

The categories s?C and ssC for a given category C are equivalent in an obvious way. Most time, we will not
distinguish both concepts and, whenever necessary or helpful, we change our point of view without any comment.

(3.2) Definition (objects and morphisms of a bisimplicial object). We suppose given a bisimplicial object X

in a category C and morphisms [m] BN [pl, [n] == [q] in A, where m,n,p,q € No. In this situation, we set

KX = X(m),[n)) and Xg , := X(g,,). Moreover, we abbreviate Xy := X.g’id[q] and X, , := Xid[p],p- Likewise
for morphisms of bisimplicial objects.

(3.3) Remark. Given a bisimplicial object X and morphisms [m)] N [p], [n] - [q] in A, where m,n,p,q €

Ny, we have
XG,qu,p = X07p = Xpprgyn.
That is, the diagram

Xo.,q
Xm,q

X

p.q

comimutes.

41
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Proof. We have
X0,0Xm,p = X(0,1d(,) Xidm).p) = Xm0 (0,id 1) = X (idpm.pidi) = X0,
and
Xp,pXon = Xy 0 X 0.dn)) = X0, (dg0) = X(0idgide) = X0, O

(3.4) Definition (horizontal and vertical faces and degeneracies). For every bisimplicial object X in a category
C, we define the horizontal and vertical faces

dp dj,
Xpg — Xp—1,q 1€8p. Xp g —> Xpp g1

by dil := Xk g for k€ [0,p], p € N, ¢ € Ny, and df := X, s» for k € [0,q], ¢ € N, p € Ng. Analogously, the
horizontal and vertical degeneracies

<h sy,
Xp.g = Xpti,q 1e8p. Xpg = Xp g1
are defined to be sl := Xon g for k€ [0,p], p €N, ¢ € Ny, and s} := X, 5 for k€ [0,q], ¢ €N, p € Ny.
Our next aim is to present two different ways of obtaining a simplicial set from a given bisimplicial set.

(3.5) Definition (diagonal simplicial object). We let C be a category. The functor

Dia;
s2C 28 gC

is defined to be the induced functor Diag := cat(A,C) that we obtain by applying the hom-functor cat(—,C)
to the diagonal morphism

AP 25 AP x AP
in Cat. For every bisimplicial object X in C, the simplicial object Diag X is called its diagonal simplicial object.

AP x A°P
e
X
Diag X C

(3.6) Proposition. The faces and degeneracies of Diag X for a bisimplicial object X in a category C are given
by di, = dBdy = d}d! for every k € [0,n], n € N, resp. s, = sl's] = s¥sh for every k € [0,n], n € Ny.

A°P

Proof. We have
dPeX — (Diag X)sr = X =X = X, X, =dhdy
k = (Diag X)sr = A(5k) = Agsk gk = Agk nXp_q1 sk = Adg

for all k € [0,n], n € N, where §* € a([n — 1], [n]), and

S]k?iagX = (DiagX)o-k = XA(o-lc) = Xo-k)o-k = Xo-k’an+17O-k = b}klb‘,;
for all k € [0,n], n € Ng, where o € a([n+ 1], [n]). O

(3.7) Proposition. We let X and Y be bisimplicial objects in a category C and we let X L Yhbea morphism
of bisimplicial objects in C. The induced morphism

Diag X M DiagY

is given by Diag,, f = f,,» for all n € Ny.

Proof. For all n € Ny, we have

Diag,, f = Diagy,) [ = fa(n)) = f(n],[n) = frn- O
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(3.8) Definition (splitting). For a morphism [m] N [n] in A we define its splitting at p € [0, m] by Spl,,(0) :=
(Spl,(0),Spls,(0)) € Mor(A x A), where

Spls,(0)

M [pf] and [m — p] ——— [n — pb)]

[Pl
are given by iSpl_,(0) := 6 for i € [0, p] and iSpls,(0) := (i + p)¢ — p¥ for i € [0,m — p].
(3.9) Lemma. We have

for all morphisms [m] N [n] and [n] <5 [I] in A and all p € [0, m].
Proof. We have

iSple, (0p) = i(0p) = (i0)p = (i0)Spl<pp(p) = iSpl<,,(0)Sple(p)
for all i € [0, p] as well as

iSpls,(0p) = (i + p)(0p) — p(0p) = ((i + p)0 — pd + pd)p — (p0)p = ((i + p)0 — pd)Spl> 4 (p)

= iSpl,(0)Spls 1 (p)

for all i € [0,m — p], that is,

Spl, (0p) = (Spl<,,(0p), Spl,(0p)) = (Sple, (0)Sple (), Sl (0)SPLs o (p))

= (Spleyp(0), Spl,(6))(SPlepy (), SPLs o (p)) = SpL, (6)SpPLyg(p)- 0

(3.10) Remark (cf. ARTIN and MAZUR [1]). We suppose given a bisimplicial set X. There is a simplicial set
Tot X given by

Toty, X := {(2g)geino) € X Xgn—g | zdy = z4-1d} for all ¢ € [n,1]} for all n € Ny
q€n,0]

and by (zq)qel_n,OJ Totg X = (:cngSplp(g))peLm,OJ for all (»Tq)qeLn,OJ € Tot,, X and for all morphisms [m] LN [n]
in A.

. 0 .
Proof. For a morphism [m] — [n] in A, we have
h P _
TpoXspl (0)dp = TpoXspi_, (0),8pls, () X67,m—p = TpeXsrSpl_, (6),Spls, (0)
= .’L'peXsplSp71(9)5[’(p—1)9+1,p9'\ ,Splzp(a) = {,Engéf(pfl)Gﬁﬂ,P@'\ ,n—p@XSP1§p71(0)»Sp12p(9)
_ h
= 2pod | pg, (p—1)0+1] XSpl_,_,(6),5pl, , (0)

for all p € |m,1]. Using z,d} = z,_1dy for ¢ € [pf, (p — 1)0 + 1], we obtain

h v
2pod ], (p-1)9+1] = L(p-1)6{po—(p—1)6-1,0)-
Since
T(p—1)64]po— (p—1)0-1,0) XSple,_,(0).9pls,(6) = L(p—1)0XSpl_,_, (0),Spls, (0)8[p6~(p-10-1.01

= T(p—1)0XSpl_,_,(0),8°Spl,_, (0)

= T(p—1)0Xspi_,_,(6),Spls,_, () Xp—1,60 = T(p—1)0Xspl,_, (6)d0>

we finally have

h h v
Tpo Xspr, (0)dp = Tpod 1o, (p—1)041] XSpl_, 1 (6).Sp15,(0) = T(p—1)04po— (p—1)6-1,0/ XSpl_,_,(6),Spls, (0)

= Z(p—1)0Xsp1,_,(0)do
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for all p € [m, 1], that is, Tote X : Tot,, X — Tot,, X, (¥¢)qe|n,0] — (g:peXSplp(G))pE\_m,Oj is a well-defined map.
By lemma (3.9),

(@r)re |10y (Toto, X) = (2popXspi, 0p) Jpem.0) = (ZpopXspl, (0)5p1,0 () Jpem.0)
= (popXspl (o) Xspl, (6))pem.0) = (TapXspl, (p))ge(n.,0) (TOts X)
= (3:7")7‘6 [1,0] (TOtp X)(Totg X)

for all (2,),¢|1,0) € Tot, X and all morphisms [m] N [n] and [n] -2 [I] in A and since

(xq)qELn,Oj (TOtidM X) = (xqid[n] XSplq(id[n]))QEl_n,OJ = (quid[q],id[n,q])qeLn,OJ = (xq)qem,oj
for all (z4)q4c|n,0] € Tot, X, n € Ng, we have in fact a simplicial set. O

(3.11) Definition (total simplicial set). For every bisimplicial set X, the simplicial set Tot X given as in
remark (3.10) by

Totn, X = {(z¢)ge(no) € X Xgn—q| qug = x4-1d§ for all ¢ € |n,1]} for all n € Ny
q€|n,0]

and by (z4)4en,0) (Tote X) = (2po Xsp1 (6))pe|m,0) for all (z4)4e(n,0) € Tot, X and for all morphisms [m] N [n]
in A, is called the total simplicial set of X.

(3.12) Proposition. We let X be a bisimplicial set. The faces in its total simplicial set Tot X are given by
(xq)qqn,oj dp = (qug)qem,k+lj U (qu‘lgfq)qekal,OJ

for (24)qe|n,0 € Tot, X, k € [0,n], n € N, and the degeneracies are given by

(€4)gen0s5k = (245E)geink) U (T¢Sk_q)ge k0]
for (24)qe(n,0] € Tot, X, k € [0,n], n € Ny.
Proof. We compute
(Zq)ge(n,0/dk = (T¢)ge|n,0) (Totss X) = (2psr Xspl (5%))pe|n—1,0]
= (‘rPJrlXé’“,id[n,l,p])pELn—l,kJ U (l'pXid[p],Sk*P)pELk—l,OJ
= (xpd}l;)pELn,k+1J U (xpdz—p)peLk—l,OJ
for (z4)qc|n, 0] € Tot, X, k € [0,n], n € N, and
('rq)qeLn,Oj Sk = (xq)qELn,OJ (TOt(r"‘ X) = ('Tpo'kXSplp(O'k)>p€ [n—1,0]
= (#p-1X ok gy pelnrtirr) U (@pXid,) or-r)pe ko) = (@pSE)petni) U (@pS—p)pe n.ol
for (z4)qe|n,0] € Tot, X, k € [0,n], n € Np. O
(3.13) Proposition.

(a) We let X L5V be a bisimplicial map between bisimplicial sets X and Y. There exists an induced
simplicial map Tot f: Tot X — Tot Y between the corresponding total simplicial sets Tot X and TotY,
given by

(ﬁq)qe [n,0] (TOtn f) = (xqfq,nfq)qe [n,0] for (xq)qé |n,0] € Tot, X, n € Ny.

(b) The construction in (a) yields a functor

s2Set % sSet.
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Proof.

(a)

For a given (74)qe|n,0) € Tot, X, we have

h _ h _ v _ v
xqfq,nfqdq = quqqul,nfq = 2g—1dgfg—1,n—g = Tg—1fg-1,n—g+1dg-
Thus the map

Tot,, f: Tot, X — Tot, Y, (mq)qe |n,0] (Jiqfqm_q)qe [n,0]

is well-defined for every n € Ny. We let [m] N [n] be a morphism in A. For (24)4e|n,0] € Tot, X, we
compute

(74)qe|n,0) (Totg X)(Tot,, f) = (:EpeXsmp(a))pqm,oJ (Toty, f) = (mpexsplpw)fp’mip)peme
= (l'prpQ,n—pGYSplp(a))pe Lm,OJ = (xqfq,n—q)qe Ln,OJ (Totg Y)
= (Iq)qe [n,0] (TOtn f) (TOtg Y)

Hence we have a commutative diagram

Tot, X — X _ Tot, X

Tot, fl lTOtm f

Tot (V) —2Y o Tot,, Y

that is, the maps Tot,, f for n € N yield a simplicial map

Tot X M> Tot Y.

We let X, Y and Z be bisimplicial sets and we let X ey and v % Z be bisimplicial maps. Then we
have

(ﬂfq)qe\_n,OJ Tot,(fg) = (xq(fg)q,n—q)qeLn,OJ = (:Cq.fq,n—ng,n—q)qe\_n,oj = (xqfq77l_q)qﬂn,oj (Tot,, g)
= (Tq)gen,0) (Totn f)(Tot, g)

and
(7q)ge|n,0) (Toty idx) = (24(idx)gn—q)ee|n.0] = (Tddx, .. ,)ee(n.0] = (Tq)ge|n.0)

for all (24)4e[n,0 € Tot, X, n € Ng. Hence we have a functor

s2Set Et—> sSet. O

(3.14) Lemma. We have

slprimlg = Spl_ ()87 11 and 8/%P~119 = Spl,  (9)8/020~]

for all 8 € a([m],[n]), where m,n,p € Ny and p < m.

Proof. We compute

and

i81PT1mlg = i = iSpl.,(6) = iSpl.,,(0)8P 1]

8107719 = (i + )0 = (i + )0 — pf + pb = iSpl..,(8) + pf = iSpl,,(0)5/* ¢~

for all ¢ € [0, p]. O
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The following proposition states a connection between the diagonal simplicial set and the total simplicial set
construction.

(3.15) Proposition. We have a natural transformation

Diag 4 Tot
between the functors
s?Set % sSet and s2Set 2% sSet,

where the simplicial map

Diag X 255 Tot X
at X € ObsSet is given by =, (dx)n = (xndllr_l’l’thrle\[Q*l,OJ)qetn’OJ for all x,, € Diag,, X, n € Ny.
Proof. We let X be a bisimplicial set. First of all,
h v h h v o h v v
Tndin g41)4[g-1,0/d = Tndn q)d]g-1,0) = Tnd}n g d[g-2,0)d0

for x,, € Diag, X, ¢ € |n,1], that is, (¢x),: Diag, X — Tot, X,x, — (]"nd}\_ln,q+1jd‘|qul,OJ)q€ 1n,0] is a well-
defined map for all n € Ny. Given a morphism 6 € a([m], [n]), lemma (3.14) yields

2 (Diagg X)(¢x)m = (20 X0.0)(0x)m = (€nX0.0d] p 1140 1.0))pe(m.0)
= (2, X0,0 Xsrp+1.m1 510.0-11)pe|m,0] = (TnXsro+1.m19,5/0.0-119)pe|m,0)
=(z XSpl< (6)5TP9+1.n1 Sply, (0)570:p0—1] )peLm 0]
= (2nXsrpot1.m1 5100-1.01 Xspl_, (0),5pls, (0) )pem,0)
= (@nd] por1)Apo—1.0) Xspl, ) )pelm0] = (@ndh g 11975-1.0))geln.0) (Tote X)
= 2, (¢ x)n(Toty X)
for all x,, € Diag,, X. Hence the diagram

Diagy X

Diag,, X —— Diag,,, X
(6x)n \L \L (ox)m
Tot,, X _ ToteX Tot,, X

commutes and we get a simplicial map
Diag X 2% Tot X.
To show naturality, we let X and Y be bisimplicial sets and X LY bea bisimplicial map. We compute

xn(¢X)H(T0tﬂ f) - (xnd}fn,q—i-lj d\[q—l,()j )qel_n,OJ (TOtﬂ f) (xndLn q+1Jqu 1,0] fq n— q)qe [n,0]
= (xnfn,nd}\fn,q+ljd‘[q71,oj)qELTl,OJ = Tnfon(dy)n = zn(Diag, )(dy)n-
for all x,, € Diag,, X, n € Ny, which shows the commutativity of

Diag X -~ Tot X
Diag fl lTot f
Diag Y —Y> Tot Y
Hence we have indeed a natural transformation
Diag 4 Tot. O

CEGARRA and REMEDIOS have proven in [7] that ¢x is a so-called weak homotopy equivalence for each bisim-
plicial object X (cf. theorem (4.32)).
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§2 Homotopy of double complexes

Recall the normalisation theorem (2.28), which states that the associated complex and the Moore complex of
a given simplicial object in an abelian category are homotopy equivalent. Since the corresponding notions also
exist for bisimplicial objects (cf. §3), a natural question is to ask for the analogous theorem in this case. Indeed,
there is a normalisation theorem for bisimplicial objects, cf. (3.24). In this section, the necessary notion of a
double complex homotopy is introduced (cf. [22, section 1.1.5]).

In this section, we suppose given an additive category A.

(3.16) Definition (double complex homotopy). We let C, D € C?(A) be double complexes in A and we let

CDandC - D

be morphisms of double complexes. The morphisms f and g are said to be homotopic, if for all p,q € Z there
are complex morphisms

h

_ hY
Cp,— —— Dpy1,— and C_ y — D_ 441
such that

hf}ul,qah + ahhgfl,q + h;,qav + 0" ;,qfl = Pp,q — Yp,q for all p,q € Z.

In this case, we write ¢ ~ 1 and we call
(hg,q € A(Cpqs Dpt1,4) | P,g €Z)U (h;7q € A(Cpgs Dpgr1) | g €Z)

a double complex homotopy from ¢ to ¢. If hY , = 0 for all ¢ € Z, we say that f and g are horizontally
homotopic and we call

(hﬁ,q € A(Cpgs Dpy14) | Pq €Z)

a horizontal double complex homotopy from ¢ to . Similarly, if hgﬁ =0 for all p € Z, then f and g are said
to be wvertically homotopic and

(hp,q € A(Cpyg, Dpg11) | P, q € Z)
is called a wertical double complex homotopy from ¢ to .

Given a double complex C' € Ob C2(A), recall that its total complex Tot C has entries Tot,, C = €@ Cpn—p

pe|n,0)
for n € Ny and differentials Tot,, C N Tot,,_1 C given by

o ifg=p-—1,
8p,q = (_1)pav if g=1p,
0 else

for p € [n,0], g € [In—1,0], n € N. Moreover, given a morphism ¢ in C2(.A), we have Tot,, ¢ = @pqn,oj Opn—p
for n € Np.

The total simplicial set Tot X of a bisimplicial set X € ObsSet is not to be confused with the total complex
Tot C of a double complex C € Ob C2(A).

(3.17) Proposition. We let C, D € Ob C2(A) be double complexes in A and we let

C-DandC-%D

be double complex morphisms. If ¢ is homotopic to 1, then Tot ¢ is homotopic to Tot 1.



48 CHAPTER I1I. BISIMPLICIAL OBJECTS

Proof. We suppose that ¢ ~ 1 via a given double complex homotopy (hqu € A(Cpg; Dpt1,4) | Pq € Z)U(Dy , €
A(Cp.q, Dp.g+1) | p,q € Z). Then we can define morphisms

hn
D CGnr= D Dinni

p€|n,0] q€[n+1,0]
by setting
(=DPhyn—p ifa=p,
(hn)p,q = hg,n—p if q=7p + 1a
0 else,

for all p € |n,0], ¢ € |[n+ 1,0], that is

h}ﬁ,o (_1)nh¥1,0 0
hy = h%—l
' _h‘lz,nfl
0 hw M
We get
(hn0 + Ohn—1)p,r = (hn0)pr + (Ohn—1)p,r = Z (hn)p.qOq.r + Z Op,q(hn—-1)gr
g€|n+1,0] g€|n—1,0]
= (_1)ph;,n7papﬂ” + hg,nfpap+1ﬂ“ + apﬂ”*lhﬁfl,nfr + (_1)Tap~,7“h7\:,n7177‘
(_l)ph;,n—pah + (_1)p716hh;—1,n—p ifr = p— 17
0" by 0N Oy + OVhy o, i =,
(=1)P*ihb . 0¥ + (—1)PO¥Ah, | ifr=p4+1,
0 else
n—p — n— if r = s
_ ) Ppn—p Ypn—p Hr=p = (Toty, © — Toty ¥)p.r
0 else ’

for all p,r € |n,0], n € Ny, that is, (h,, € a(Tot,, C, Tot,+1 D) | n € Ny) is a complex homotopy from Tot ¢ to
Tot 1. O

The preceeding proposition shows that Tot is a functor from the so-called homotopy category of bounded double
complexes to the so-called homotopy category of bounded complexes. We will not introduce these categories
here, because we do not need them; however, we shall make use of one consequence of Tot being a functor
between these homotopy categories.

(3.18) Definition (double complex homotopy equivalence). Double complexes C, D € C?(A) in A are said to
be (double complex) homotopy equivalent, if there are morphisms

CDand DL C

such that ¢y ~ id¢ and ¥ ~ idp. In this case, we call ¢ and ¥ mutually inverse (double complex) homotopy
equivalences.

(3.19) Proposition. If C, D € ObC2%(A) are homotopy equivalent double complexes in A, then their total
complexes Tot C' and Tot D are homotopy equivalent, too.

Proof. Suppose there is a double complex homotopy equivalence C #, D with inverse D - C, that is,
p ~ide and Y ~ idp. According to proposition (3.17), it follows that

(Tot ¢)(Tot 1p) = Tot(py) ~ Tot(ide) = idet ¢ and (Tot ¢)(Tot @) = Tot(¢p) ~ Tot(idp) = idToet p-

Thus Tot ¢ is a complex homotopy equivalence from Tot C' to Tot D with inverse Tot 1. O
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§3 Homology of bisimplicial objects

In this section, double complexes attached to a bisimplicial object are introduced and a normalisation theorem
is proven, cf. theorem (2.28).
We note that the categories C(s.A) and sC(.A) for an additive category A are equivalent, and we identify them.

(3.20) Definition (associated double complex). We let A € Obs?A be a bisimplicial object in an additive
category A. The associated double complex of A is defined by C® A := CCA. Here, C,CiA = A, , for all

D,q € Ny.

(3.21) Definition (associated double complex to a bisimplicial set). We let R be a commutative ring. For a
bisimplicial set X, the double complex C(Q)(X; R) := C®@RX is called the double complex associated to X over
R. If R = 7, we will just speak of the double complex associated to X and we write C?(X) := C?)(X;7Z).

(3.22) Remark. There exists a double complex D) A < C(®) A for every bisimplicial object A € Obs?A in an

abelian category A with D](fl)lA = ie(0p1) 1M s+ > jefo,q—1) ms} for all p,q € No.

Proof. Analogous to remark (2.25), using remark (3.3). O

(3.23) Definition (Moore double complex, degenerate double complex). We let A € Obs?A be a bisimplicial
object in an abelian category A.

(a) The Moore double complex of A is defined by M(?) A := MMA.

(b) The degenerate double complex of A is the sub-double complex DA < C() A given as in remark (3.22)
2 \4
by Dl(,,;A =D ie0,p—1] Ims! + > jeo,q—1) Imsy for all p,q € No.

(3.24) Theorem (normalisation theorem for bisimplicial objects). We have
CPA=2DP A MDA and CP A~ MDA

for each bisimplicial object A € Obs?A in an abelian category A.

Proof. We let A € Obs?A be a bisimplicial object in .A. Then we have
C?A=CCA~MCA~MMA=M?4,

where the first homotopy equivalence is an application of the normalisation theorem (2.28) to the category
sC(A) and the second homotopy equivalence results from the fact that the additive functor M maps homotopy
equivalent complexes over s.4 to homotopy equivalent complexes over C(A). Furthermore, the normalisation
theorem (2.28) yields

C®A=CCA=DCA®MCA=DCAGMDA G MMA.
Since M(®?) A = MMA, it remains to show that D(® A = DCA @ MDA. On the one hand, we have

D,CeA&M,DyA 2 D,CA+C,DgA= > Imsi+ Y  Imsy=DJ)
1€[0,p—1] j€[0,q—1]

A

for all p,q € Ny. Conversely, we have

Ims} = (Ap_1,4)s;) = (MgAp_1— & DgA, 1 _)st = (MgAp_1,_)s;y + (DgAp_1,_)s; < D,MgA+ D,D,A
for all i € [0,p — 1] and analogously

Im s;f <=M,D,A+D,D,A
for all j € [0,¢ — 1]. Hence

DA = Z Ims! + Z Ims} < D,MyA4 + D,D,A+M,Dy4 + D,D,A =D,C, A& M,D,A
i€[0,p—1] j€l0,q—1]

for all p, q € Np. O



50 CHAPTER I1I. BISIMPLICIAL OBJECTS

(3.25) Definition (path bisimplicial object). For a given category C, we define the functor
P2 := ((Sh)°P x (Sh)°?,C).

Given a bisimplicial object X € ObsC in C, the functor P(?) assigns to X the bisimplicial object P X =
X o ((Sh)°P x (Sh)°P). It is called the path bisimplicial object of X. In particular, we have P}(,%?]X = Xpi1,041
for p, q € Np.

§4 The generalised Eilenberg-Zilber theorem

We give a proof of the generalised Eilenberg-Zilber theorem of DoLD, PUPPE and CARTIER [9]. The arguments
used here are adapted from the articles [12], [13] of EILENBERG and MAC LANE.
Throughout this section, we suppose given a bisimplicial object A in an abelian category A.

(3.26) Definition (shuffle). We let n € Ny and p € |n,0]. A (p,n — p)-shuffle is a permutation u € Sjg ;1]
such that wljo,—1) and plp ,—1) are strictly monotonically increasing maps, where we write Sy ,_1) for the
symmetric group on [0,n — 1]. The set of all (p,n — p)-shuffles is denoted by Sh;, ,—p.

(3.27) Definition. We let n € Ny, p € [n,0].

(a) The morphism

A/VA
Apn 25 A
n,n p,n—p

is defined by

— Av4

. . 1h v
ANpn—p = AN o= i1 dipo10)-

(b) Further, we let

Vp,n—p
Ap,n—p —_— An,n

be given by

_ A o v h
Vpn—p = vp,n*p = E: (sgn “)Sfoypflwsfp,n*l]u'
HEShy n_p

Our first aim is to show that these morphisms yield complex morphisms between C Diag A and Tot C(?) A.
(3.28) Remark. Defining
C, Diag A 2% Tot,, ¢ 4

by AN,pr, ,_, == ANy, for all p € [n,0], n € Ny, we obtain a complex morphism

CDiag A 2% Tot ¢ 4.

Proof. We have

AN OpT, 1 1y = AN 0™ + (—1)PAN, 0"
=, o0 (Y (D) + (DA}, A (Y (1))
i€[0,p+1] J€[0,n—p]
_ i 1h h yv j+p qh v v
- Z (_1) d\_n,p+2jdid\_p,0] + Z (_1)] pdl_n,p-‘rlj dj+1?d\_p—1,0j
i€[0,p+1] J€l0,n—p]

i 1h h v j 1h v v
= Y (U didl e+ Y (F7AE, i dd], )
i€[0,p+1] Jj€lp,n]
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i 1h v 1h v j 1h v 1h v
Yo DAY,y d, gt Y (D AR, d], )

i€[0,p] J€[p+1,n]
v v Diag A v
:( Z (_l)kd}:‘dk)d}\_ln—l,p—'rljdl_p—l,OJ :( Z (_l)kdk ® )dll_ln—l,p—‘rljdl_p—l,oj
kelo,n] kelo,n]

= aANp,nflfp = aA/anlpl“

p,n—1—p

for all p € [n — 1,0], n € N, that is, we get a commutative diagram

C, Diag A _9. C,_1Diag A
ANL i/w
Tot,, C? A —> Tot,,_; C A
for every n € N. Thus the morphisms AV,, for n € Ny yield a complex morphism
CDiag A 2% Tot ¢ A. O
(3.29) Definition (Alexander-Whitney morphism). The complex morphism
CDiag A 2 Tot C® 4

given as in remark (3.28) by AV, pr = AN, ,,—p, for all p € [n,0], that is,

p,n—p

AV, = (AN, o ... ANg,)

as a morphism from C, Diag A = A, , to Tot, c@4 = @pe\_n,()j Apn—p for all n € Ny, is called Alexander-
Whitney morphism.

(3.30) Proposition (recursive characterisation of the shuffle morphism via path simplicial objects). We have
Véo =ida,, and

@) .
sgvg_lj% if p=n,
A — n—pyv P A hoP® A :
Vpn—p =14 (=1) (z)ps’L—PvP—Ln—p +5Vpniop ifpen—11],
soVo a1 if p=0

for all p € n,0], n € N.
Proof. We let n € N. For p € [n—1,1| we have

v;l,nfp = Z (Sgn M)S\(IO,pfﬂ S}[lp,nfl]

neShy n_p
h h
= Z (580 11)8F0,p—1145Tpn—114 + Z (s&0 11)8To 51148 pn—110
n€EShy n_p pnEShy n_p
(p—Dp=n—1 (n=1)p=n—-1
h h h
= Z (sgn “)SFO,P*ﬂuSZL*lSFP,n*lM + Z (sgn “)S\(’(J,p*ﬂusfp,nfﬂusnfl
Neshp,nfp UeShp,nfp
(p—1)p=n-1 (n—1)p=n—1
v v h h v h
= Sn—p Z (581 11)SF0,p—21,5[pn—110 T Sp Z (580 12)8T0,p— 11,45 p,n—21
“’EShPyn*P ,U'EShp,nfp
(p—1)p=n-1 (n—1)p=n—1

Since there are bijections
{/i € Shp,n*p ‘ (p_ 1)/"’ =n- 1} - {M € Shpflﬁn*p+1 | (TL— 1)/”L =n- 1}7M = (p_ Lp,...,n—2,n— 1)“
and

{ne Shy n—p | (n—1pu=n—-1} — Shy n—1-p, = M|[O,n—2}
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we can conclude

A h h h
Vp,n*p =Sn—p Z (sgn M)SFO,P*ﬂuS(pyn*ﬂu +8p Z (sgn /“L)S\floyp*ﬂﬂsfp,n*ﬂu
wEShp n—p wEShp n—p
(p—1p=n-1 (n—1)p=n-1

- v h b h
=(=n" pSZL*P Z (sgn ”)S(O,p*ﬂus(p*lm*ﬂu + Sz; Z (sgn '“>SFO,I)*1WSHW*2W
nEShy 1 n—pt1 HEShy n—p
(n—1)p=n-—1 (n—1)p=n-1

— (_1\r—PgV E ' . WV h h § v .h
= (=1 Sn—p (sgn “)5[07p—21usfp—17n—2w +sp (sgn M)be,p—ﬂub(p,n—?W
HEShp—1,n—p HEShp n—1-p
(2) (2)
_ n—p.v PA hwP'“ A
= (=1 Sn—pVp—1m—p T 5pVpn-1-p

The proof for p = n or p = 0 is easier since in this case the sum in the shuffle morphism does not split into two
sums and since the only (n,0)-shuffle resp. (0, n)-shuffle is the identity: We have

A _ v LV V v P®@ A
Vio= S10,n—11 = S08[0,n—2] = S0 Vn—1,0

and
A _ _h _.h.h _ heP®A4a
Vo,n = S[0,n—1] = S05[0,n—2] = Sovo,n—r O

(3.31) Lemma. We have

V;{n,psgiag‘é‘ = s;'kps;‘v;:i)f;
and
vzlj,i)—édg—iﬁgA = d;,z-&-l—pdz};-l-lvﬁn—p
for all p € |n,0], n € Ny.
Proof. We compute
V;‘,n—psgiagA - Z (sgn '“)SFO,P—Husl(lpm—ﬂusylslfll - SX—IJSE Z (sgn “)S\flom—l]/tslflp,n—lht
pEShp n_p p1EShp n_p
- Sz—psgvgi)—é
and
V;P:,:)—édSKgA = Z (sgn /J')SFO,p—l]HS}[]p,n—l]de+1d?L+1
HEShy np
= d\;z+1—pd2+1 Z (sgn ”)S\flom—ﬂuskflpm—ﬂu = d%+1—Pd2+1V£"—P
nE€Shp n—p
for all p € [n,0], n € Np. O
(3.32) Remark. We have
df‘lvn_l,o if p=n,
Vpm—pd 284 = & (=1)"PdBV,_1 oy + A% Vpno1-p ifp € [n—1,1],
d¥Von_1 ifp=0

for all p € |n,0], n € N.

Proof. According to proposition (3.30) and lemma (3.31), we have
ia, n—p.v 2 @ ia,
Vﬁn—pdg g4 = ((71) psn—pv;}?—lﬁl—p + S]};v]]j,n—/}—p)dg g4

(2) i (2) -
_ (_1\nP—DPqV P A Diag A hwP'¥ A Diag A
- ( 1) Snfpvpfl,nfpdn + Spvp,nflfpdn
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:( 1)n psn pd;/z-&-l —p pv

= (1) Pdp Vi

h v
p—1l,n— p+spdn +1vpn 1-p

v
p—1l,n— p+d Vpnlp

for p € |n —1,1]. The computation for p = n and p = 0 is analogous: We have
Viod2 4 = (5 VRS )A e = s dh vy = Vil

and

leagA (s hvopiﬁ)leagA _ hdvthOn L= d"VO .

(3.33) Remark. Defining
Tot,, C® A Yn, C, Diag A

by emby, ,_pVy, := Vp,,,—p, for all p € |n,0], n € Ny, we obtain a complex morphism
Tot C® A —Y5 C Diag A.

Proof. By the definition of the differential morphisms in Tot C(®) A, we have to show that

9c@ Ay A 1,0 ifp=n
n— b
A C Diag A @ @) .
Vi, 00 P = o€ Ahvp 1np+ (= 1)Po° A"Vpn 1-p ifpeln—1,1],
2
aC( )A1Vv0,n_1 ifp — O

for all p € |n,0], n € Ny. First, we consider the boundary cases: We have
i iag A v v
ViodoPeed =t Z DFgeet = = S[0,n—1] Z (—1)*dydp
k€[0,n] k€[0,n]

v v (2)
Z (_1)ks(0,n71]dkd2: Z (— ) dkS[On 2] =9° Ahvn 1,0

ke[o,n] ke0,n]

and analogously
Vo dOPeE A =shy oy D (CDFE =y g D (D) did]
kel0,n] kel0,n]

v v 2 v
Z (—1)’“dkslfo,n7ud2 = Z (_l)kdks}fo,nfﬂ =994 vénfl
ke[0,n] ke[0,n]

for all n € N.
It remains to prove

Vi 00PREA = 9CTART | (—1raT Ay

pn—p p,n—1—p

for pe [n—1,1], n € N, n > 2. Thereto, it suffices to show that

(2) (2)p(2) 2)p2)
VA aCDlagP A aC P Ahvp 1me p+( )paC P Avv

p,n—p p,n—1l—p

because according to remark (3.32) this implies

A C Diag A A C Diag P® A Diag A A C Dia P<2>A
vp’n pa iag vpn p(a iag +(_ )nd iag ) Vpn pa iag ( )

6C<2)P<2)Ahv + (-1 )pac(z)P@)A vvpn - p+(_1)n(( ke pdhv

(2)p(2) @2)p2) 4 v n v
aC A hvp 1,n—p + ( )paC A vp n—1—p ( )pdhvp 1,n—p + (7 ) d
— 9f®AhyA 1)? Pyl A vy A

p—1l,n—p p—1l,n—p

plnp( p,n—1—p-*

VA leagA

P,

+d;_

V

n—p-n
»V

pnlp)

p,n—1l—p

53
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We proceed by induction on n € N, n > 2, to show the second identity involving the path bisimplicial object
P(® A and use the recursive characterisation of proposition (3.30). However, by the induction hypothesis, we

may also use the first identity involving A during our calculations since this is implied by the second as already
shown.

First, for n = 2 and p = 1 we compute

vA. §C Diag P®aA _ (s hVPmA VP(2>A)BC Diag P A _ hVP<2>Aac DiagP® A VP<2>Aac DiagP(® A
1,1 =

@)p2) (2) (2)p(2) (2) @)p(2) @)p(2)
haC P Ath A vaC P AVVP A _ haC P¥ALh \1/6.(] P A v

S1 (dg - d]f) - S\ll(d\O/ - d‘ll) = dlSSo - idAl,l - dgsg + idAl,l = dOSB - dgsg
(2)p(2) (2)p(2)
— 9cP A,hvél _pcr A,vvfo.
Next, we show the asserted formula forp=n—-1,n € N, n > 3:

A CDiagP® A __ v P® A P“>A C Diag P(® 4
Vi-1.10 & = (=s1V,_97 +sp_ Vi ‘0)0 &

_ _Slvp< )AaC DiagP® A + Szilvg(ji%ac DiagP™® A
_ (aC(z)P(z)A th< A+ (—1 )n—zac@)P(z)A,vVZ(f;%) + Sh aC(z)P(z)A,hvsf;’%
_ —s‘{@c@)P(z)A’hVS(z;Al + (=1 1 vac(2)P(2)A "VP( A st 160(2)P(2)A hvg@)ﬁ)
= —0CTPIANGUIEA 4 (-1 @ Ay —ida, )V

+ (TP AR 4 (-1 >"-1idAn,l,1>Vf;f;:%

aC(2>P(2>A h VVP( A+ (—1 )n—laC(z)P(z)A,vsgvsf;:% aC(z)P@)A,hsg 2v512;j%
= AN RO VT 4 (1) At

c@®pP A h—A 19C@Pp® 4,
=0 Vo1 +(=1)""0 Vo 1,0°

Analogously, for p=1, n € N, n > 3, we have

: (2) (2) (2) i (2)
v1n7 OCDlagP A _ )n 1 sV VP A+ VP A)aCDlagP A

0O,n—1 1,n—2
nfls'\,/l IVP(2)A6CD1agP( )A S?vlli’(;)_AaC}DiagP(z)A
1,n-3
n—1Sv7 ac(Z)P(Z)A,va<n>A2 + haC(2>P(2>A,hVOP’<;)7A2 _Slfac@)P@)A,va(Z)A
TP AN (<1)" Nida,, )V

(ac<2>P<2>A h. h

((—1
(1)

_ (71),1,182_180(2>P(2)A,va(n>é +s (aC(Q)P(Q)A’hVOP’(Q)_g 7 ac(z)P(mA,va@)A)
(1) 1n-3
(-1)

PP® A Ccp@ 4y b P®A
)vo,n—2 0 v1 ,n—3

_ 2)p2) (2) 2)p2) (2) (2)p(2) (2)
:(71)71 laC P A,VS;IL_ VOPn—AQ+80 P A,hSth AiaC P A,vs}llvP A

—ida,

0,n—2 1,n—3

LA A B (G T S R o B e )

AR ge AN (e o)

aC(2>P(2>A hvo - 8c<2>P<2>A vv1 .
Finally, we let p € [n — 2,2], n € N, n > 4. Then we get
Vi p0 PP = (1) P VP VL )00 PP

= (=1)""PsY_ 5(2?;11 pac DiagP(® A + Shvii)f‘kpac DiagP® A

= (=1)""Ps) (aC(2>P(2>A hv11:<2;:?l_p+ (_1)p—1aC(Z)P(2)A,vvzlj(_zi:i_l_p)
+ S};(3C(2)P(2)A’hv5121>12_1_p 4 (—1)p80(2)P(2)A’vvg(::)_AQ_p)

= (=1)""Ps) ac(2>P(2>A hvg(Qgi_er (—1)"~ 1gv 50(2)P(2)AVV5(21)f2—1—p
_’_51;80(2)P(2)A,hv11;’(721)i717p +(—1)Ps haC@)P@)AvaP}”?g )
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2)p2) (2)
_ n—paC'*' P Ah_v P A
- (_1) 9 Snfpvpflnfp

n—1,9CPPP Ay v n—p: P@®A
+ (_1) (8 Snflfp + (_1) ldAp.nfp)fol,’l’Lflfp
CcAOP®Ah h p: P@®A paCAPP A v heP® A
+ (a Sp—l + (_1) ldAp‘nfp)vp—l,n—l—p + (_1) 8 spvp,n—Q—p
2)p2) 2 @) p2) 2
_ n—pC*¥' P Ah_v P\ A n—1qCY¥ P Av v P\ A
- (71) 0 Sn—pvp—Q,n—p + (71) 0 Sn—l—pvp—l,n—l—p
COP@ AL _h P®A paCP PP Ay hoP® A
+ 8 Spilvpfl’nilip + (_1) a Spvp’n,Q,p
_ aC®Pp@4an n—p.v P4 h P®A
=0 ((_1) Snfpvpflnfp + Spflvpfl,nflfp)
@) p2) . 2) &)
paC P Av n—p—1.v PA hwP'“ A
+ (_1) 0 ((_1) bn—l—pvp—l,n—l—p + Spvp,n—Z—p)
_ aCc®PP A h—A paCPPP) A v A
- a vp—l,n—p + (71) a Vp,n—l—p
By induction, we have shown that the morphisms V,, for n € Ny yield a complex morphism
(2) v .
Tot C**’ A — C Diag A. O

(3.34) Definition (shuffle morphism). The complex morphism

Tot C® A 5 C Diag A
given as in remark (3.33) by emb,, ,—p,V,, = Vp—p, for all p € n,0], that is,

vn,O

V= :
vO,n
as a morphism from Tot,, C(2 4 = GBPGLH,OJ Apn—p to C, Diag A = A, ,, for all n € Ny, is called (FEilenberg-Mac
Lane) shuffle morphism.

At next, we will show that the Alexander-Whitney morphism and the Eilenberg-Mac Lane shuffle morphism
restrict to well-defined morphisms on M Diag A resp. Tot M(2) A.

(3.35) Proposition.

(a) We have a morphism of split short exact sequences
D Diag A —— CDiag A —— M Diag A
i o i
Tot D@4 —— Tot CP 4 —— Tot M A
By abuse of notation, the induced morphism M Diag A —» Tot M(®) 4 is also denoted by AV := AV4.

(b) We have a morphism of split short exact sequences

Tot D@ A — > Tot CPD A — Tot M) A

D Diag A —— CDiag A — M Diag A
By abuse of notation, the induced morphism Tot M(2) A —s M Diag A is also denoted by V := V4.

Proof.
(a) We have

h 1h v v :
Diag A _ chovgh v _ ¢hgh v v _ (Skdl_n +1jdL -1 OJ)Sk—p ifp <k,
S AN p = spsidy, dy =spd}, svdY — D p—1, :
’ i {(d}[n_l,pJSEdTp_l,oj)sl;l if p >k,
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for every k € [0,n — 1], that is, (Im leagA)ANp nep = Im(s?lagAANp n—p) = Dp npA for all k € [0,n — 1]
and therefore (D,, Diag A)AN,, ,,_,, < D(2 pA for all p € [n,0]. Hence we have an induced morphism

D Diag A — Tot D® A,

Moreover, M Diag A = CDiag A/D Diag A and Tot M2 A = Tot(C? A/D@ A) = Tot C A/ Tot D) A
by the normalisation theorem (2.28). Hence we have an induced morphism on the cokernels

M Diag A A Tt M@ A,
We will show that

A)VA < D,, Diag A

PnP)PnP

(D
for all p € |n,0], n € Ny. Thereto, we proceed by induction on n, where for n = 0 the assertion is trivial
since D((%A >~ 0 and DgDiag A = 0. So we let a natural number n € N with n > 1 and p € |n,0] be

given and we assume that the asserted inclusion holds for all bisimplicial sets up to dimension n — 1. By
proposition (3.30), we compute

hoveoP® 4 e
th _ {Si Sovn—l,o ifp=mn,
S

PR sh((—1)nrsy  VEA pshPPA Y ifpe [n—1,1)

% p—1l,n— p SpVp,n—

@)
_ 8785 Vi 1% ifp=n
(—1)"~Psbs VP(Z)A +shsh P4 ifpe |n—1,1|

p—1,n—p 1°p Y pn—1—p

_ { 855} V5<2)1?‘) if p=mn,
B (=1)""Psy_ s 1V§(21),‘?1 —p +sp 1shVP( )A_p ifpe|n—1,1]
for i € [0,p — 1], p € |n,1], and therefore
m(sPV ) < Im(sysivh 5 4)
for i € [0,n — 1] and
Im(s!'V2, ) < Im((=1)"7s;_,sPVPSA b shOP A )
< Im((—1)"7s}_,sbVPA ) £ Im(sh shVE A )
=< Im(s)_,s ?v? VA + IV )

fori € [0,p—1], p € [n—1,1]. Now by the induction hypothesis, we have

PAAVE?A <D, DiagP®A < D, Diag A

p,n—1—p

stV 4 ) < (DY)

p,n—1—p p,n—1-p

forie[0,p—1],p€|n—1,1], and

PAAVEYA 2D DiagP®A

p—1,n—p

Im( v VP(Z)A ) j Im(S?VP(_2>A_ ) = (D(Z)

Sn—pSi Vp-1,n—p p—1,n—p plnp
< D,, Diag A

for i € [0,p — 2], p € |n,1]. Since additionally, by lemma (3.31),

Im(s;,_, p 1 11:(21)”27])) = Im(V;‘,Ln,psglagA) =< Im(s Dldg’A) < D, Diag A

for p € |n, 1], we can conclude that Im(s hvgn ») =D, Diag A fori € [0,p—1], p€ [n,1].
Analogously, we show Im(s "VA ) X D, Diag A for all j € [0,n —1—p], p € [n —1,0]. Indeed, by

. . p n- p
proposition (3.30), we have

v n—pgv (2) (2) .
_ {SJ((_I) Ps Sp— pvg lf’r‘z —p gvgn 4 p) lfpe I_?’l— 1’1J7}

va
Vp(z)A ifp=20

pn—p
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j n—p ¥ p—l,n—p j°p ¥ pn—1-p

B {(—1)”17s‘<’sV VPCIA 4 grshyP®A ifpe|n—-1,1], }

@ .
s}’sgvopyn_‘% ifp=0
n—pgv vioP® A hoviyP® A :
_ (-1 Zs)n_l_psjvp_lm_p +8,87 Vi, ifpen—11],
hovP™? A T
8087 Vo,n-1 ifp=0

for j € [0,n—1—p|, p € |n—1,0], and therefore
_ @ @)
Im(sy VA, ) < Im((—1)" 7%, stWEEA ghaygPVa )

_ (2) 4 (2) o
Im((,l)” pS‘T/L—l—pS}/ 11;)—1,71,—17) +Im(sgs}/v£n—l—p)

(2) o h (2) 4
Im(s;v;j,l’n,p) + Im(sps;V;nflfp)

A

IA

forje0,n—1—p],pe |n—1,1], and
BICAEIICEA D
for j € [0,n — 1]. With the induction hypothesis, it follows that

P@A)WVP?A <D DiagP®A < D, Diag A

Im(s}’VP(Z)A ) = (D(Q) p—1l,n—p —

p—1ln—p p—1l,n—p

forje[0,n—1—p|],pe |n—1,1] and

P@AWVPPA <D, DiagP®A < D, Diag A

Im(shsYVEA ) < Im(syVELA_ ) < (DY) piop =

pn—1—p p;n—1—p p,n—1—p
for j € [0,n—2—p|, p € |n—1,0]. Since additionally, by lemma (3.31),
Im(sgszflfpvgi)fhp) = Im(Vf’nflfpstfA) < Im(sP#&4) < D,, Diag A

for p € [n—1,0]. Hence Im(sjV;,,_,) < D, Diag A for j € [0,n—1—p], p€ [n—1,0].

p,n—p
Therefore
(D? _A)WVA <D, DiagA.

p,n—p p,n—p —

So we have induced morphisms
Tot D® A — D Diag A
and
Tot M® A4 Y25 MDiag A. 0
(3.36) Theorem (generalised Eilenberg-Zilber theorem, normalised case). The Alexander-Whitney morphism
oMA 2 Tot M) 4
and the Eilenberg-Mac Lane shuffle morphism
Tot M@ A Y5 M Diag A
are mutually inverse homotopy equivalences. In particular,
M Diag A ~ Tot M(? A.

Proof. First, we want to show that VAANA = idpos v 4. We let n € Ny be given. For each p,q € [n,0] we
have

A v v
v;‘,n—pAqu—q = ( Z (sgn “)Sfom—ﬂust»n—ﬂu)dkLln,q-irlJ qu—LOJ
EShp n_p
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= Z (sgn ) (S‘[/O,p—l] ud\l_/q— 1,0] ) (S]Fp,n—l] ud}l_ln,q—i- 1] )-
KEShp n_p

By applying the simplicial identities, we recognise that each summand ends with a vertical degeneracy if
q < p resp. with a horizontal degeneracy if ¢ > p. Since we are in the normalised case, this means that

V;{n_p/—\/V:n_q = 0 for p # q. It remains to consider the case ¢ = p. Then we have

A A v v h h
Voin—pMpn—p = Z (sgn “)(Smyp*l]udtp*l»oj)(STp,n*ﬂudLn,pHJ)‘
HeShy oy

Now if p # id, then pu < p — 1 and hence

h h _ b h h b gh h
Im(b[p,n—ﬂudLn,p-&-lJ) - Im(bpusfp-&-l,n—l]udLn,p-&-lJ) = Im(bpudan-&-lJ) = Imsp,.

Therefore

A A v v h h .
VP:’”_PA/VPJL_P = (b[o,p—l] d\_p—l,Oj )(b[p,n—l] d\_n,p-‘,—lj ) - ldMszz A

—-P

since the only summand that is not trivial because it ends with a degeneracy, is the one where y = idjg 13-
Thus

Vit iy a !
ApnA . A A\ _ . e
VAV, = : (ANm0 ANM) = - = idpor, M@ a-
Vin 0 id

Mg, A

Now we consider the composition f4 := MAVAVA and we will show that fA ~ idy Diag A- Thereto, we define
recursively morphisms

A
C,, Diag A &% Cp41 Diag A
by h, := 0 for n < 0 and
hi = hf:(jA + (—1)”sgiagAf5<2)A for n € Ny.

We have to show that these morphisms induce morphisms on the entries of the normalised complex M Diag A.
Thereto, we prove that they restrict to morphisms

hA
D,, Diag A — D,,;1 Diag A for n € Nj.
For n = 0, this holds since Dy Diag A =2 0. We let n € N be given. Then we get
S]kDiag Ahﬁ _ S]kDiagA(hs(j)lA + (_1)nS5iag Af5(2),4) _ SEiagAhE(j)lA + (_1)nS]kDiag Asgiag Af5(2)A
_ SDiag AhP<2)A + (_1)nSDiag ASDiag Af5(2)A

k n—1 n—1 k

for each k € [0,n — 1]. Since AVA and V4 restrict to morphisms on D Diag A and Tot D) A by proposition
(3.35), we see that

Im((—1)"sD AP A fP®4) < D, Diag P A < D,,4 Diag A.
For the first summand, we get by induction that
Im(s?iagAhS(f)lA) < D,, DiagP® A4 < D, Diag A

if Kk < n — 2. We consider the case k = n — 1. By definition and proposition (2.33)(c), k7 is a certain linear
combination of morphisms, each one being a composite of a horizonal backal and a vertical backal morphism.
Thus, by proposition (2.33)(a) applied vertically and horizontally, we have sglflgAhgf)lA = hA | sPias 4 and
hence

Im(sp % *hE % 4) < D,, 1y Diag A.

n
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Altogether,
Im(s?iagAhﬁ) =< D, Diag A.

It remains to show that (h, € 4(M,, Diag A, M, 41 Diag A) | n € Ny) is a complex homotopy from idm piag 4 to
4, that is,

hagCPiagA 4 gODIas ARA | — e piaga — f7 for all n € Ny

up to sums of morphisms whose images are in the degenerate complex. We proceed by induction on n € Nj.
For n = 0, we have

AqCDiag A __ _DiagA pA/ jDiag A Diag Ay _ _Diag A jDiag A Diag A ;Diag A
hyo =5 fo (dg -4 ) =50 dy - dy

S = idC” Diag A — idC" Diag A
=idc, piaga — fA.
Now we assume that n > 1 and that the assumpted relation holds in all lower dimensions. Then we have
hﬁaC Diag P A _ (hg(_r";A + (71)nsgiag AfTI?(Q)A)aC Diag P@ A
_ hgf)lAac DiagP® A + (_1>nsr[3iag Af7113<2>,480 DiagP® A
_ hE(jAac DiagP(® A + (- 1)nsgiag A 5C Diag P(2>AfP£21)A
= (idc, Diag 4 = Sy = 9OPREPTARTEA) 4 (—1)n (@ PP AR 1 (—1)mid) 7

. P® A CDiagPPA; PP A n oC Diag P(?) A_Diag A (P 4 P A
*lanDiagAi n—1 -0 & hn—? +(71) 0 & Sp—1 fn—l +fn—1

. CDiagP® 4; P2 A CDiag PP A _Diag A ,P(® A
=idc, Diaga — 07 7T Ay, 50 4 (=1)"0T ET A PR

. CDiagP® A/, PP A n—1_Diag A ;P 4 : CDiagP® A7 A
=1idc, Diaga — - e (hn—z (_1) Sn—lg Jn-1 ) =idc, Diaga — o~ e hy—4

as well as, by proposition (2.31)(c),

A DiagA _ PP A n.Diag A ;fP™® A\ Diag A _ ; P(? A Diag A n.Diag A ;P(® A Diag A
hn dn+1 - (hnfl + (_]‘) Sp fn )dn+1 - hn 1 dn+1 + (_1) Sn fn dn+1
_ 1Diag A3 A n Diag A jDiag A fA __ 1Diag A7 A n pA
- dn hn—l + (71) Sn dn+1 fn - dn hn—l + (71) n -

Hence we can conclude
h;;xacDiagA _ hﬁ(@CDiagPu)A + (_1)n+1d5flgA) _ hﬁaCDiagP@)A + (_1)n+1h£d5-i;xlgA

= (idc, piag 4 — O PREPTARA ) 4 (—1) I @RRE AR 4 (—1)" £
= ido, piaga — O°PPEPTARA | (—) AR AR pd
_ _6CDiagP<2)Ahf71 . (_1)nd51agAh£71 +ide, Diag 4 — f;?
_ _(QCDiagP(z)A + (_1)nd51agA)hT?_1 +ide, Diag A — f;:\
= 78CDiagAhf_1 +idc, Diaga — ff?,

that is, hA9CPasA L gODig ApA | —ide pi a4 — fA. =

(3.37) Theorem (generalised Eilenberg-Zilber theorem of DoLD, PUPPE and CARTIER, cf. [9, Satz 2.9]). We
have

CDiag A ~ Tot C?) A.
Proof. By theorem (3.36), we have
M Diag A ~ Tot M(? A.

Since the normalisation theorem states a homotopy equivalence between the associated (double) complexes and
the Moore (double) complexes, cf. theorem (2.28) and theorem (3.24), and since the total complex functor
preserves homotopy equivalences due to proposition (3.19), this implies by theorem (3.36) that

CDiag A ~ MDiag A ~ Tot M A ~ Tot C?) A. O
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QUILLEN mentions the following corollary in [28] as well-known.

(3.38) Corollary. There exists a spectral sequence E with E;
homology group H,,(CDiag A), where p € [0,n], n € No.

= H,_,(CA, _) that converges to the

»N—p

Proof. By the generalised Eilenberg-Zilber theorem (3.37), we have C Diag A ~ Tot C(®) A and hence
H,,(CDiag A) = H,(Tot C? A)
for all n € Ny. The spectral sequence FE of the “columnwise” filtered double complex C(®) A has the entries

Ezl),n—p = H’ﬂ*P(Cz()Q,)fA) = Hn*p(CAp,f)
for p € [0,n], n € No. O
(3.39) Corollary. We suppose given a bisimplicial set X, a commutative ring R and an R-module M.

(a) There exists a spectral sequence E with Ezlw,n—p = H,_,(Xp,—, M;R) that converges to the homology
group H, (Diag X, M; R), where p € [0,n], n € Ny.

(b) There exists a spectral sequence E with EY""™" =~ H""P(X,, _, M; R) that converges to the cohomology
group H"(Diag X, M; R), where p € [0,n], n € Ny.

Proof.

(a) We apply corollary (3.38) to RX ®pg M. Then we obtain

H, (CDiag(RX ®r M)) = H,(C((Diag RX) ®r M)) = H,((CDiag RX) ®p M)
=H, ((CRDiag X) ®r M) = H,,(C(Diag X; R) g M)
= H, (Diag X, M; R)

for n € Ny, and

Hy—p(C(RX @ M)p,—) = Hn—p(C(RX,,— @ M) = Hy—p((CRX),—) ®r M)

H
H, ,(C(X,_;R)®r M) =H, ,(X,_,M;R)

for p € [0,n], n € Np.
(b) By the generalised Eilenberg-Zilber theorem (3.37), we have
C(Diag X; R) = CRDiag X = CDiag RX ~ Tot C¥ RX = Tot C?(X; R)

and hence

H"(Diag X, M; R) = H"(g(C(Diag X; R), M)) = H"(g(Tot C?(X; R), M))
= H"(Tot g(C®(X; R), M))

for n € Ny. The spectral sequence of the “columnwise” filtered double complex r(C®) (X; R), M) has
E{" P = HP((C(X; R), M) = H"?((C(X,—; R), M) = H" (X, _, M; R)

for p € [0,n], n € Ny. (1) O

IThe seeming non-duality in the proofs of (a) and (b) is due to the fact that cohomology of cosimplicial objects has not been
defined.



Chapter IV
Simplicial groups

We want to define homology groups for a given simplicial group. Thereto, we generalise the classifying simplicial
set notion for groups given in chapter II, §5. Indeed, there are two known possibilities to define a classifying
simplicial set. We show that both are equivalent by an algebraic proof (cf. theorem (4.32)).

References for this chapter are [8], [17], [20], [26], [29, §8].

§1 The Moore complex of a simplicial group

The Moore complex, introduced for objects in abelian categories in chapter II, §3, can be defined in the category
of groups. Here, a complex M (bounded below at 0) of groups means a sequence

M=(..-% M -2 -2 M)

of groups M,, for n € Ny and group homomorphisms 0 such that 90 = 1, where 1 denotes the constant group
homomorphism. A morphism M -2 N of complexes of groups consists of group homomorphisms ¢,,: M,, — N,
for n € Ny such that ¢,,0 = dp,,—1 for all n € N. The category of complexes of groups is denoted by C(Grp).

Given a complex M of groups we define, as usual, Z,, M := Ker(M,, 9, M,,_1) and B, M := Im(M, 11 9, M,)
for n € Ny, where M_; = {1}. A complex M of groups is said to be normal if B,, M is normal in Z,, M, written
B,M <Z, M, for all n € Ny. If M is normal, we define H, M :=Z, M /B, M for n € Ny.

(4.1) Remark. We let G be a simplicial group. There is a complex of groups
7] o 19}
MG := ( Lo MQG — MlG — MQG),
where each entry M,,G is given by

M, G = ﬂ Kerd; for n € Ny
kel,n]

and where the differentials are given by 0 := ddﬁ:gc for all n e N.
Proof. We have
gn,dOdk = gndk—&-ldo =1ldg =1

for all g, € M,G, k € [0,n — 1], n € N. Hence (M, G)dg < M,,_1G for all n € N and 99 = 1 for all n € N,
n > 2. O

(4.2) Definition (Moore complex of a simplicial group). We suppose given a simplicial group G. The complex
MG = (... -5 MG -5 MG -5 MoG)

given as in remark (4.1) by MyG := (V;cpy ) Ker(de) for n € No and 9 := do M:E;G for n € N is called the
Moore complex of G.

61
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(4.3) Proposition.

(a) Given simplicial groups G and H and a simplicial group homomorphism G s H , there exists an induced
complex morphism

MG M2 MA
given by M, := g@n%"g for all n € Ny.

(b) The construction in (a) yields a functor
M
sGrp — C(Grp).

Proof.
(a) We have

InPndr = gndron—1 = lp,_1 =1

for all g, € M,G, k € [1,n], that is g,p, € M, H for all n € Ny.

(b) We let G, H, K be simplicial groups and we let G 2y Hand H % K be simplicial group homomor-
phisms. Then we get

(M) (Mph) = (@nly"a) (Wn i 1) = (Onthn) M6 = (@¥)nli" & = Mu(ph)
and
M,ide = (ide)nly"& = ida, e = idu,c
for all n € N, that is (M) (M) = M(p9) and Midg = idume- O
(4.4) Lemma. For every simplicial group G, we have B, MG < G,, for all n € Nj.

Proof. We consider group elements h € B,,MG and y € G,, and we let g € M,,11G be such that h = g0 = gdy.
Then we get

((y0)g(y ™ 's0))dx = (ysods)(gd)(y " sodr) = (ysods) (v sodx) = (yy~)sods = 1

for all k& € [1,n 4 1]. Furthermore,

((ys0)g(y~"s0))do = (ysodo)(gdo)(y~'sodo) = yhy ™"

Thus (yso)g(y~'so) € M,,11G is a preimage of yhy !, that is, yhy~* € B,MG. Since h € B,MG and y € G,,
were chosen arbitrarily, this implies B, MG < G,, for all n € N. O

(4.5) Corollary. The Moore complex MG of a simplicial group G is normal.

Proof. The assertion follows directly from lemma (4.4), because if B,,MG is normal in G,,, then it is in particular
normal in the subgroup Z,MG < G, for all n € Nj. O

By the preceeding corollary, we are able to define homology groups of the Moore complex of a given simplicial
group.

(4.6) Definition (homotopy groups of a simplicial group). For n € Ny we call
n,(G) .= H,MG
the n-th homotopy group of a given simplicial group G.

(4.7) Lemma. We suppose given a simplicial group G and group elements x,y € G, for n € N. If z € Kerdy
and y € M,,G, then [z,y] € B, MG.
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Proof. We have

((zso)(z~"s1) (yso) (ws1)(z ™ s0) (¥~ 's0))di = (wsodk)(z ™ s1dk) (ysodr) (ws1dr) (z ™ sodk) (¥~ 'sodi)

x(x~tdoso)y(xdese)z Lyt for k=0,
zo lyzr~ly ! for k=1,
(zdlso)afl(ydlso)x(xfldlso)(yfldlso) for k =2,

(;Udk_lso)(xildk_lsl)(ydk_lsg)(:cdk_lsl)(xfldk_lso)(yildk_lso) for k € [3, n —+ 1]

_Jzy] for k=0,
1 for k € [1,n + 1].

Hence (s0) (2™ s1)(yso) (1) (2 's0) (¥~ s0) € Nt Kerdy, = M,,11G and thus

[, y] = ((xs0) (2™ s1) (ys0) (ws1) (2 's0) (¥~ '50))d € B,MG. O
(4.8) Corollary. Given a simplicial group G, its n-th homotopy group 7, (G) for n € N is abelian.

Proof. By lemma (4.7), we have [z,y] € B,MG and hence (zB,MG)(yB,MG) = (yB,MG)(zB,MG) for all
z,y € Z,MG, n € N. O

§2 Semidirect product decomposition
Given a simplicial group G, the group G,,, n € Ny, can be decomposed as a certain iterated semidirect product
of the Moore complex entries in dimension less or equal then n.

For further information, we refer to the article [5] by CARRASCO and CEGARRA.

(4.9) Lemma. We let G be a simplicial group. Then we have a split short exact sequence

m Kerd; — ﬂ Kerdig ﬂ Kerd;
i€[k,n] i€[k+1,n] i€lk,n—1]

for all n € N, k € [1,n], where the middle term is a subgroup of G,,.
Proof. We let n € N and k € [1,n] be given. Furthermore, we suppose given g,, € ﬂie[k+1,n] Kerd;. Then
gndrd;j = gndjp1dy = 1dgp =1

for all j € [k,n — 1], that is, gndi € ;g1 Kerdi and thus )
is a well-defined group homomorphism. Its kernel is given by [

i€[k+1,n] Kerd; — ﬂ
Kerd;.

iek,n—1] Kerd;, gn = gndx

i€[k,n]
Now for every g,_1 € ﬂie[k’n_l} Ker d;, we have

In—-18k—1d; = gn—1di—18p—1 = Isp_1 =1
for ¢ € [k 4+ 1,n] as well as
In—15k—1dx = Gn—1,

that is, (V;cppt1,n) Kerdi = (Nyeppn_1) Kerdi, gn — gndy is a retraction with coretraction (¢ ,,_1) Kerd; —
ﬂiE[k-‘rl,n] Ker diagn—l = gn—1Sk—1- -
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(4.10) Remark. If G is a simplicial group, we have a (non commutative) diagram

d
L M, G
dg 1
L — sz[Q,n] Kerd; ——— = M,,_1G
ds dao dy
L— ﬂle[&n] Kerd; ——— mie[Q,n—l] Kerdy ———— = M,,_2G
dp_1 dp—2 dp—3 dp—4 d;
o nie[nfl,n] Kerd; nie[nflnfl] Kerd; mie[n73,n72] Kerd; ce Mo G
dy, dp—1 dp—2 dp—3 do dy
Kerd, Kerd, { ———— = Kerd,, o ———— ... —> Kerdy —> MG
dn dn dpn— dp— d l d l d
=G Gn1 ! Gz ? G2 Gy

In this diagram, every composition of a vertical inclusion with a horizontal morphism forms a split short exact
sequence. We call this the decomposition diagram of G.

(4.11) Corollary. We let G be a simplicial group and n € Ny a non-negative integer. Then the group of
n-simplices G, is isomorphic to an iterated semidirect product with 2™ factors that all derive from the Moore
complex.

(4.12) Example. From the decomposition diagram for some simplicial group G we can read off:

Go = MoG,
G1 =2 MG x MyG,
Go 2 Kerds X G &2 (MG x M;G) x (MG x MyG),
G3 2 Kerds x Gy 2 (M3G x MaG) x (MaG x M1 G)) x (M2G x M1G) x (MG x MoQ)).
To obtain the decomposition of Kerd,, from that of G,,_1, one has to increase every index in the decomposition

of G,_1 by 1. Since G,, = Kerd,, ¥ G,,_1, one has to “concatenate” both iterated semidirect products to obtain
the decomposition of G,,. Thus the “sequence of the indices” is given by

0,10,2110,32212110,4332322132212110, 54434332433232214332322132212110, . ..

(4.13) Remark. We let G, H be simplicial groups and G —= H a simplicial group homomorphism. Further-
more, we suppose given n € N. If M,,¢ is an isomorphism and ¢y, is an isomorphism for all k € [0,n — 1], then
©p, is also an isomorphism.

Proof. Since gy is an isomorphism for all k£ € [0,n — 1], we have induced isomorphisms on the kernels and their
intersections, that is ﬂie[k,n_l] Kerd; — ﬂie[k’n_l] Kerd;, gn—1 — gn—19n—1 is an isomorphism for all k € [1,n].
We will show that the induced morphism ﬂie[k’n] Kerd; — ﬂie[k,n] Kerd;, gn — gnipn for k € [1,n+1] has to be
an isomorphism, too. Thereto, we proceed by induction on k € [1,n+ 1]. The induction basis is our assumption
that M, is an isomorphism. So we let k € [1, n] be given and we assume [, ;. ) Kerdi = ;¢ ) Kerdi, gn —
9gnn to be an isomorphism. By lemma (4.9), we have a morphism of short exact sequences

d
mie[hn] Ker dl ﬂiE[k-{—Ln] Ker dl $' mie[k,n—l] Ker dl

d
Niciin Ker di = Nicpsr,n Kerdi —> Nicpp oy Kerd;
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The five lemma yields the assertion. By induction, ﬂie[k n] Kerd; — ﬂie[k n] Kerd;, g, — gnpn is an isomor-
phism for all k € [1,n + 1], and in particular ¢,,: G,, — H,, is an isomorphism. O

(4.14) Lemma. We let G, H be simplicial groups and G —5 H be a simplicial group homomorphism. Then
My is an isomorphism if and only if ¢ is an isomorphism.

Proof. If ¢ is an isomorphism, then My is an isomorphism by the functoriality of the Moore complex functor.
So let us assume that My is an isomorphism of complexes. We show by induction on n € Ny that ¢, is an
isomorphism of groups. For n = 0, this holds since ¢y = Mgy. Now we suppose given n € N and we assume that
©k 1s an isomorphism for k € [0,n — 1]. Since M, ¢ is an isomorphism, too, by remark (4.13) we can conclude
that ¢, has to be an isomorphism. Thus, by induction, ¢, is an isomorphism for all n € Ny and so ¢ is an
isomorphism of simplicial groups. O

§3 The coskeleton of a group

Every group P can be interpreted as the constant simplicial group Const P. We show that the functor Const
has a left adjoint.

(4.15) Proposition. The functor sGrp 0 Grp is left adjoint to Grp Gonst, sGrp and

1y o Const =2 idgyp.
Proof. Given P € Ob Grp, we have

M(Const P) = (... — {1} — {1} — P)
and therefore

79Const P = HoM(Const P) = ZoM(Const P)/BoM(Const P) = P/{1}.
For a group homomorphism f: P — @, we furthermore have

moConst f = HoM(Const f) = (p{1} — (pf){1}).

To construct the counit 75 o Const —— idgrp, we let 7p: P/{1} — P,p{1} v p for every P € ObGrp. Thus
7y o Const —-» idgrp is & natural isotransformation, since np is an isomorphism of groups for all P € Ob Grp

and since for all morphism P i> @ in Grp we obtain a commutative diagram
p/{1} 2~ p
7o Const fl f
Q/H{1} —>Q

In particular, 7y o Const = idgrp.

In order to show that my 4 Const, we have to construct the unit idsgrp 5 Const o 7. For this we let
G € ObsGrp be a simplicial group and we denote by v = vg: Gy — MG the canonical epimorphism. We define
for all n € Ny a group homomorphism (¢¢)n: G — TG by (6G)n := d|n,1jv. To show that G =% Const G
is a simplicial group homomorphism, we have to prove the commutativity of the diagrams

dg
Gn — Gn—l

(EG)ni l(EG)n,—l
idn

7'(0G *OG; 7TOG

for all k € [0,n], n € N, and

Sk
Gn+1 I — Gn

(€G)n+1l J/(EG)n
idﬂoG
7'[()G < 7T()G
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for all k € [0,n], n € Ny.

First, we consider the faces and proceed by an induction on n € N. We consider the case n = 1. Since the
assertion holds trivially for d;, we have to show that do(eg)o = (¢¢)1, that is, that dgr = dyv. But for all
g1 € G1 we have g1 (gfldlso) € M; G, since

(g1(g7 "diso))ds = (g1d1)(g; 'disodr) = (g1di)(g; 'dy) =1,
and (g1do)(g; "d1) = (91(gy *diso0))do € BoMG, so that
g1dov = (g1do)BoMG = (91d1)BoMG = g1dyv.

Now we consider a natural number n € N with n > 1 and we assume that (¢g)n—1 = dx(€G)n—2 holds for all
k € [0,n — 1]. This implies

di(eg)n—1 = dgdn-1(cc)n—2 = dndi(ec)n—2 = dn(eg)n—1 = dnd|n_1,1)¥ = d|n,1)¥ = (€G)n

for all k € [0,n — 1], and for K = n the commutativity holds for trivial reasons. By induction we get the
desired commutativity for all diagrams with the faces. But now the commutativity of the diagrams with the
degeneracies follows as well since

sk(ec)nt1 = skdi(ea)n = (€G)n

for all k € [0,n], n € Ny.
To show naturality of (e¢)geobscrp; We let G %5 H be a morphism of simplicial groups. We obtain

On(Er)n = Pnd|p,1 v = dn1]P0V = djn1)¥(Top) = (a)n(Top) for all n € Ny

and thus a commutative diagram

G —%+ Const myG

QP\L \L Const 1t

H —2~ Const o H

Thus we have a natural transformation idsgrp —=5 Const o .
Finally, we have to show that ¢ and n are unit and counit. Indeed,

(econst P)n(Const np), = idpvconst PP = VConst PP = idp = (idconst P)n
holds for all n € Ny, P € Ob Grp, as well as
(90BoMG)(m0ec) (o) = ((9o(ec)0)BoM(Const o G) )nmec = (9ovc{l})nmec = gova = goBoMG
for all G € ObsGrp, gy € Gy. O

(4.16) Definition (0th coskeleton). For every group P we define the coskeleton of P to be the simplicial group
Cosk P := Const P. The functor

Grp Gosk, sGrp

is called the (0th) coskeleton.

§4 The Kan classifying functor

We have already seen that we can define the homology of a group as the homology of the classifying simplicial
set. In this section, we want to generalise this procedure to simplicial groups, introducing KAN’s classifying
functor

sGrp W, sSet,
which generalises the classifying simplicial set functor
Grp L, sSet

in the sense that B = W o Cosk. After this, we construct KAN’s loop group functor G as a left adjoint to W.
The reader is refered to [20].
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(4.17) Definition (nerve of a simplicial group). We define the nerve NG of a simplicial group G to be the
bisimplicial set which corresponds to the nerve of the group object in sSet arising from GG. Analogously for the
morphisms in sGrp.

sGrp N s?Set

QI Iz

Grp(sSet) L s(sSet)

(4.18) Remark (the nerve of a simplicial group is build componentwise). The nerve of a simplicial group G is
given by N,,, _G = NG,, for all m € Ny and Ny _G = NGy for all morphisms § € Mor A.

Proof. Follows from example (1.27)(c) and definition (1.32). O

(4.19) Remark. There is a functor

sGrp W, sSet

isomorphic to Tot oN that is given on objects by W, G := Xjeln—1,0] Gj and

(95)jeln—1,0)WaG := ( 11 ng9|{J_’]])ieLm—1,0j
jel(i41)0—1,i6) ’

for (g)jein—-1,0 € WnG, where 0 € a([m],[n]), m,n € Ny, G € ObsGrp, and on morphisms by W, ¢ :=
X jeln-1,0) ¢j for n € No, ¢ € sarp(G, H), G, H € ObsGrp.

Proof. We let G be a simplicial group and compute Tot NG. The set of n-simplices is given by

Toty, NG = {(2¢)qeino] € X Ngn—gG | 24d} = zq_1df for g € n,1]}

q€|n,0]

= {((9g)ieln—a-1.0)aelno] € X GX D[ (g45)jein—a-1,0d8 = (gg-1,)ie(n—q0)d} for ¢ € [n, 1]}
q€|n,0]

= {((9g.j)ieln—a-1.0)aelno] € X GXD | (g4:de)je(n—q-1,0) = (Gg—1,j+1)je|n—g—1,0) for q € [n,1]}
q€|n,0]

= {((90.5)jetn-q-1.0))aelno] € X GV | gy dg = gg—1j41 for j € [n—q—1,0],q € [n,1]}
qELn,OJ

= {((94.1)jeln—q-1.0)qelno) € X GX V| ggi = ggi1j-1dgs1 for j € [n—q—1,1],g € [n—1,0]}
qeLn,OJ

= {((90.5)jetn-q-1.0))aeino] € X Ga" V| gg; = gg15.0d gsjqs1) for j € [n—q—1,1],g € [n—1,0]}
qEI_n,OJ

= {((90.5)ietn-q-1.0))aeino] € X Ga" V[ gg; = ggrj0d|grjqr1) for j € [n—q—1,0],q € |n,0]}
qEI_n,OJ

= {((9q+5.09 | g4j.q+1])jeln—a—1,0) )ae|n,0) | Gg+40 € Ggrj for j € [n—q—1,0],q € [n,0]}
= {((95dj,q+1))jeln—1,q) )aeln,0) | 95 € G for j € [n—1,q],q € [n,0]}

for n € Ng. For an element ((g;d|; ¢+1])jc|n—1,q/)qc|n,0] € Tot, NG, we compute

((9jdj,q+1))je(n—1,q) )aen,0) (Tote NG) = ((gg+5d|g+j.q+1))je[n—q—1,0])ge n,0) (Totg NG)
= ((9po+5d1po+jp0+1))je(n—po—1,0) (NG)spl, (0))pe |m,0)

9p0+59po+j,p0+11) je (n—po—1,0) (NG)spl_, (0),n—po (NG)psp1., (8))pe 1m0

((
((9p0+id1po+7.p0+1) Gspl_, (0)) jeln—po—1,0) (NG)psp1., (6))pem.0)
((

H 9p0+54po+5,p0+1] Gspl_, (0))ie|m—p—1,0))pe|m,0]
JEL(i+1)Spl>,(0)—1,iSpls ,(0)]
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- (( H gp9+jG6(P€+1,P9+.ﬂ GSplgp(G))iE |m—p—1,0] )pE [m,0]
J€L(i+14+p)0—p0—1,(i+p)0—pb)

= (( H gp0+stp1§p(9)5rp6+1,p9+ﬂ )iEmeLpJ )peLm,OJ
JEL(i+1)0—pH—1,i0—pb)

= (( H ngsplgp(o)zsrpeﬂ,ﬂ )iemelth )pel_m,OJ = (( H Qng‘EJ])iemel,pJ)peLm,OJ

jel(i+1)0—1,i0] JEL(+1)6—1,i6)]
= (( H ngé(erl,i]gHg]] )ie[mfl,pj )pe |m,0] = (( H nge‘H GMPJrlﬂ )iemel,pJ )pG [m,0]
je(i+1)0—1,i0] jEL(i+1)0—1,i0]

= JI  9Gpdipe)icim-1p)reimol
jel(i+1)0—1,i0]

for 0 € a([m],[n]), m,n € No. o
Thus, by transport of structure, WG with W,G = X ;¢c|,,_1,0) G; for all n € Ny becomes a reduced simplicial
set isomorphic to Tot NG via the bijections

(fG)n3 Tot, NG — WG> ((detj,qﬂj )jeLn—l,qJ)qeLn,oj = (gj)je[n—l,oj-

To prove the formula for WG on the morphisms of A, we suppose given § € a([m],[n]) for m,n € Ny. We
obtain

(95)jeln—1,00WoG = (9)je(n-1,0 (fa)n  (Tote NG)(f&)m = ((9jd|j,4+11)je(n-1,a) )aen.0] (Tote NG) (f&)m
= (( H ngg‘E]]dLi,p+1J)iel_mfl,pj )pEI_m,OJ (fG)m
Jel(i+1)0—1,i0)
= ( H ngg‘F]])iGmel,Oy

FE|(i+1)0—1,i6] ‘

Furthermore, given another simplicial group H and a simplicial group homomorphism G —5 H, we have, again
by transport of structure,

9idj.q+11)j€ln-1.q))geln,0) (Totn No)(fr)n
gjdLj,q-ﬁ-lJ )je [n—1,q] Nq,n—q‘ﬁ)qe [n,0] (fe)n
gjdLj,qulJ ‘Pq)je [n—1,q] )qe [n,0] (fH)n

~ o~ o~ o~ o~
— o~ =~

for all (g;)je|n-1,0] € W.,.G, that is,

W,po= X  ¢; forall neN.
j€|n—1,0]

Altogether, we have constructed a functor sGrp W, sSet and a natural isotransformation Tot oN —Ls W. [

(4.20) Definition (Kan classifying simplicial set). We let G be a simplicial group. The reduced simplicial set
WG given as in remark (4.19) by

W,G= X GjforeveryneN
jeln—1,0]
and (9;)je(n-1.0)WoG = (IT;e|(ir1)0- 1.0 ngg%])iELm—l,OJ for (g;)jein-1,0] € WaG, 0 € a([m],[n]), is called
the Kan classifying simplicial set of G.

(4.21) Proposition. We let G be a simplicial group. The faces and degeneracies of its Kan classifying simplicial
set WG are given by

(9541d0)je[n—2,0) if k=0,
(9i)jeln—1,0)dr = (gj+1dr)je(n—2k] U ((grdr)gr—1) U (9))je|k—20) if ke [l,n—1],
(95)jen—2.0] if kK =n,
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for (g;)jen-1,0] € WnG, k € [0,n], n € N, and

(95)jeln—1.018% = (95-15k)jenk+1) U (1) U (95)je(k-1,0)
for (g;)jen-1,0] € WnG, k € [0,n], n € Ny.
Proof. We have

((gj)jGLnfl,Oj dk)i = ((gj)jemeoJWékG)i = H ngékW]]

FE|(i+1)5kF—1,i5* | *

Hje[(i+1)5k_17i5kj ngék‘H]] forie |n—2,k|,
= ¢ e rsk—1,(6-1)s") ngé’“I{iLl] fori=F%k -1,
[l (ir1)5%—1,i6) ng;,km_]J fori € [k —2,0]

[ieiva-1.i41) g.jGék‘H]] fori € |n—2 k],

= Hjel_lc+171,kflj ngék‘wil] fori =k —1,
Hjel_i+1—1,ij gJGék%] for i € U{}72,OJ
gi_;,_lGékWru for i € Ln -2, k‘J,

= (ng & (K] )(gk_lG & [k—l]) fori =k —1,
S k=)

1]

giGsk‘[i] for i e UC — 270J
(i
9i+1Gsr fori € [n—2,k], git1dg fori e |n—2,k],
= S (9Gs+)(gk—1Giay,_,y) fori=k—1, = ¢ (9kdi)gr—1 fori=k—1,
giGid[,;] for i e |_/€ — 2, OJ g; for i e |_k — 2, OJ

for (g;)je|n-1,0) € W,G, i€ |[n—2,0],k€0,n],neN, and

((9j)jeln-1,08%)i = ((95)je(n-1,0 WerG)i = 11 ng"'“'H
jel(i+1)ok—1,ick| )

e tnyor—1,i0k) ngckl{:Zf ford € [n,k+1],

jetsyor—1hor) 95Goup for i =k,
Iieiirnyor 1ok ngUng]l forie|k—1,0]
Hje[i+1—1—1,i—lj ngok\Hf]] forie [n,k+1]

= Hje[k?+1*1*1,kj g]GO_klbjc]] fOI' — k,

Hje[i-i—l—l,ij ngGkW]] forie |k—1,0]
giilG“’“'EfI] for i € [n.k+1], gi-1Gor fori e |n,k+1],
= 1 fOI"I::l{J, = 1 fOI"I::k"
giGo.k‘[i] forie |k—1,0] 9iGia,,  forie [k—1,0]
lil

gi—18k fori € [n,k+1],

=<1 for i =k,
gi forie |[k—1,0]
for (g9;)je|n-1,0] € W,.G, i€ |n,0], k€[0,n], n € Np. O

(4.22) Example. For a group G, we have W Cosk G = BG and hence

H,, (W Cosk G, M; R) = H,(BG, M; R) = H,,(G, M; R)
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resp.

H"(W Cosk G, M; R) = H*(BG, M; R) = H"(G, M; R)
for n € Ny and a module M over a commutative ring R.
Now we want to construct a left adjoint for W.

(4.23) Remark. We let X be a reduced simplicial set and we let X — X be a simplicial bijection given by
X, — X, x, — T, for all n € Ny. For every n € Ny, we let G,, X be the free group

GnX := (Tni1 | Tns1 € Xog1,Tnsn = 1 for all 2, € Xp)arp = (Tnrt | Tnt1 € Xng1 \ (Ims,))Grp-

Further, for § € a([m], [n]), m,n € No, we define a group homomorphism G¢ X : G, X — G, X on the generating
set X, 41 of G, X by setting

Tni1(GoX) = 2,0 1(PoX) (2py1dni15,(Pe X))t for all 2,41 € X0 1.
Then GX is a simplicial group.

Proof. First of all, we note that if z,, 11 = x,s,, for some z,, € X,,, then

xn+1(PgX)(a:anann(PgX))_l = acnsn(PQX)(Jcnsndnﬂsn(P@X))_1 = gcnsn(PgX)(ar:nsn(P@X))_1 =1

for 6 € a([m], [n]), m,n € Nyg. Now, given morphisms 8 € a([m],[n]), p € a([n], [p]) for m,n,p € Ny, we note
that (P,X)d,41 = dp1X, by proposition (2.31)(c) and obtain thus

Tpr1(GpX)(GoX) = (2p41(PpX) (@pr1dps15p(Pp X)) 71 (GoX)
= 2511 (P, X)(GoX) (2p+1dp115, (P X) (Go X)) ™
= 2p41(Pp X) (PoX) (2p41(Pp X )dp18,(Pe X)) 7
(@p1dp418p (P X) (Po X) (2pr1dps18p(PpX)dnsasn (PeX))~H)™"
= 2p41(PpX) (PoX) (2p41(Pp X )dp18,(Pe X)) 7
< 2p1dp+ 15 (Pp X)dnt 150 (PoX) (p41dp118p (P, X) (Pe X)) ™
= 2p+1(Po,p X) (2p11dp41X,5,(Pe X)) 7!
<21y 15pdp 1 XS (Po X) (2p11dp1155(Po, X)) ™
= 2p11(Pop X) (2p11dp113p(Pop X)) ™' = Tp51(GgpX)

for xp41 € Xpiq as well as

Tnt1(Giay,y X) = anrl(Pid[n]X)(xn+1dn+1sn(Pid[n]X))_l = Ty 1idp, x (Tnr1dnt18nidp, x) 7 = Tnia
for 41 € X, 11. Hence GX is a simplicial group. O

(4.24) Definition (Kan loop group). We let X be a reduced simplicial set and we let X — X be a simplicial
bijection given by X,, — X,z — T, for all n € Ny. The simplicial group GX given as in remark (4.23) by

G, X = <5Un+1 | Tpt1 € Xnt1,TpSp = 1 for all x,, € Xn>Grp

and

GGX: GnX — GmX7m = Tp4l (PHX)(xn-Q—ldn-&-lSn(POX))_l
for 6 € a([m],[n]), m,n € Ny, is called the (Kan) loop group of X.

In the following, we always assume given a simplicial bijection X — X when referring to the construction GX.
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(4.25) Proposition. We let X be a reduced simplicial set. The faces dy: G, X — G,,_1X for k € [0,n], n € N,

and the degeneracies s;: G, X — G, 11X for k € [0,n], n € Ny, in the loop group GX are given by

S Tnr1dg for k € [0,n — 1],
sk Tpi1dn(Tpi1dpi1)™t fork=n

and

Tnt1Sk = Tnt1Sk for k € [0,n],
where z,4+1 € X 41.

Proof. We have

iL’nJrldk = .’En+1(G5kX) = l’n+1P5kX([L’n+1dn+1SnP5kX)_1 = .’En+1dk($n+1dn+1sndk)_l

B Tp1dr (Tni1dpp1des,—1)~t for k € [0,n — 1],
B Tp1dp (T 1dng) ™t fork=n

Tpi1dp(Tpi1dyi1)™t fork=n

_ {xn+1dk for k € [0,n — 1],}

for 41 € Xpt1, n € N, and

I — 1 1
Tn4+1Sk = $n+1(G0'kX) = $n+1P0'k‘X<xn+ldn+lsnP0'kX) = xn+lsk(xn+ldn+lsnsk)

- 71
= xn—&-lsk(xn—i-ldn—&-lsksn-i-l) = Tn+1Sk

for Tpnt1 € Xn+1, n e No.

O

(4.26) Definition (simplicial free group). A simplicial group F is called a simplicial free group, if F), is a free
group with a free generating system X, C F,, for every n € Ny and X8, C X, 41 for every n € Ny, k € [0, n].

(4.27) Proposition. The Kan loop group GX of a reduced simplicial set X is a simplicial free group.

Proof. This follows from proposition (4.25).
(4.28) Proposition.

(a) Welet X L> Y be a simplicial map between reduced simplicial sets X and Y. Then we have an induced

morphism
ax L ay,
given by

Tnt1(Gnf) = n41(Pnf) = Tng1 fas for 21 € Xppq,m € No.
(b) The construction in (a) yields a functor

sSety BN sGrp.

Proof.
(a) We have
T 1(GoX) (G f) = (@n11(PoX) (€n11dn 118, (Pe X)) ™) (G f)
(xn+1(P9X)( ))(xn+1dn+1sn(POX)(Gmf))71
= Tp1(PoX) (P f) (zn+1dn+1sn(P9X)(me))71

= Tpp1(Pnf)(PoY)(2ni1(Pn )dn+1sn(P9Y))71
= 2p11(Pnf)(GoY) = Tuii(Gn f)(GoY),

for 211 € Xpy1 and thus (GoX)(Gnf) = (Gof)(GeY) for 8 € a([m],[n]). Hence Gf is a simplicial

group homomorphism GX — GY.
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(b) We let X, Y, Z be reduced simplicial sets and X N Y. Y -2 Z be simplicial maps. Then

W(an)(Gng) = CCnJrl(Pnf)(G'ng) = xn+1(Pnf)(Png) = anrl(Pn(fg)) = W(Gn(fg))

and

xn-}-l(GnidX) = xn-{-l(PnidX) = xn-{-lidPnX = Tn+1

for all 2,11 € X, 11, n € Ng. Thus (Gf)(Gg) = G(fg) and Gidx = idgx, and hence G is a functor. O

(4.29) Theorem (cf. [20, Proposition 10.5]). The functor sSetg N sGrp is left adjoint to sGrp w, sSetg.

Proof. We let X € ObsSety be a reduced simplicial set, H € ObsGrp a simplicial group and GX “s H a
simplicial group homomorphism. We define (o®x 11)n: Xy = Wy H, 2y = (2nd|p j12/9j)je|n-1,0 for n € No.
We suppose given 6 € a([m], [n]) for m,n € Ny. Then

2 (9@ x. 1) (WoH) = (@nd s j12105)jein-10)(WoH) = ([ @ndjnjsz) ‘ijgwg]]))ie\_m—LOJ
JEL(i+1)0—1,i0)

=( H (xndLn,jJr?j (Gg‘y]lx)@i))iemfl,oj
jel(i+1)0—1,i0) ‘

= (( H (xnd[n,jJij (GQW,']JX)))%)ieLmA,OJ
jel(i+1)0—1,i0) ‘

= (( II (@nd|n,j+2 (Po\g]]X)(mndLn,jHJ dj+15j(Pgm]]X))_l))%‘)ie[mq,m
jel(i4+1)0—1,i0]

= (( H (@nd|n,j+2) XSh(elg]])(xndLn,j-‘rlj Xo.jXSh(g‘H]]))_l))‘Pi)ieLm—l,OJ
je(i+1)0—1,i0) '

= (( H (Tnd | jt2] XSh(9|H]])(xndL"’j+U XSh(el{g]])Uj)71))%)16[7”—1,@
FEL(i+1)0—1,i6]

—1
= ((( H (xndLn,j+2J Xsh(mg]])(afndLnJJrlJ XSh(awz]])cj) )
JE|(i+1)0—1,i041]

(2nd|ni042 XSh(Gl{:f])(:rndLn,wHJ XSh(g‘E]G])Gw)_1))90i)i€Lm—1,0J

-1
STCON | QR COX: ITES SN C:TRPEET AR )
j€l(i+1)0—1,i0+1|

: (xnd[n,i9+2j XSh(GH:]e]) (xndln,iGJrlJ XSh(O\E]G])O'w )_1))90i)i€ [m—1,0]

Tnd|n,(i+1)0—-1+42) XSh(al{i]H—l)e—l])(znd\_n,ie-‘rlj XSh(e|{jf])a“’ )" Dei)ie [m—1,0]

—1
= SchM(m)eﬂ,nwXel{(ﬁm(:Endtn,eruXGi(gW])) )Pi)ic|m—1,0]

—1
ang‘mt]l)s]é((i+1)e+1,nq (znd\_n,ie—&-lj(Xgme])si) )Pi)ie m—1,0)

(
(
(ang‘gfrl]l)sl5((1¢+1>e+1,m (xndm,ieﬂngmfl X)) N)ei)ie|m-1,0
(
(

%Xe‘{(ijl]w5m+1>e+1,m )ei)ic|m—1,0] = (TnXsrit2,m19Pi)ic|m—1,0

(
(
(
=
(
(

= anQX(SFiJr?,MT @i)iELnL—l,OJ = (anOd\_m,i-‘er Qoi)iel_m—l,oj = l'nXG(SDq)X,H)m

for all x,, € X,,, that is, the diagram

X, i> Xm
(ﬁp‘bX,H)ni \L(@@X,H)m
= WoeH

W, H —— W, H
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commutes. Thus the maps (¢®x ), for n € Ny yield a simplicial map

PPx, H

X ——— WH.

Since ¢ € sarp(GX, H) was arbitrary, we have a well-defined map
Py i sGrp(GX, H) = sseto (X, WH).

We claim that the maps ®x g for X € ObsSety, H € ObsGrp, yield a natural transformation
sGrp(G—, =) — ssety (— W=).

Indeed, given reduced simplicial sets X,Y € ObsSet, simplicial groups H, K € ObsGrp, a simplicial map
Y — X and a simplicial group homomorphism H K , we have

ynen(CP(I)X,H)n(an) = (ynend\_n,j+2j on)je\_n—l,OJ (an) = (yn67ld\_n,j+2j Qajwj)jel_n—l,oj
= (Ynd|nj12/€j+195%5)jeln-1,0] = Und|n,j+2](Gj€)0j¥))je(n-1,0]
(yndln,j+2j ((Ge)W/)) )jELn 1,0] — yn(((Ge)@w)q)YK)n

for y, € Y, n € Ny. Hence the diagram

sGrp(GX H) sSetg (X WH)
(Ge)(—)lbi ie(—)(ww
sGrp(GY K) sSetg (X WK)

commutes, and we have a natural transformation

@ —
sGrp(G_7 :) — sSetg <_7 W:)
It remains to show that ® is an isomorphism. To this end, for a given reduced simplicial set X, a given simplicial

group H and a given simplicial map X Jown , we define a group homomorphisms (f¥x ), : G, X — H by
Tori(fUx m)n = (Tng1 frog1)n for 2pp1 € Xpq1, n € Ng. Given 6 € a([m], [n]) for m,n € Ny, we obtain

Tt (GoX)(fYx 1)m = (Tn1(PoX) (Tnt1dnr15,(Po X)) D (fVx 1) m

(
= (@41 X500 frnt1)m (Tnt1dn+ 150 Xsho Frnt 1)
=(
=(

Trt1 a1 (Wsno H))m (Znt1 fat1dns 18, (Wsno H)) !
H (xn+lfn+l)jH(shg)|{-Zr]L])

j€[(m~+1)(Sh)—1,m(Sho)]

: ( H (xn+1fn+1dn+1sn) (Sh9)| )71
j€l(m+1)(Sho)—1,m(Sho)]

=( H (xn-i-lfn-i-l)ngmlL])( H (mn-&-lfn-&-ldn-i-lsn)jHﬂJ )71

[m]

jE€n,mb] JjE[n,mo)
=( I @it iHo)C TI  @usrfura)sHopn) ™
jE|n,mo| JjEIn—1,m0]
= H (@nt1fnt1)iHoju H (@nt1fns1); He\
jE€n,mo| jE€|mo,n—1)

= (@nt1fot1)nHom = (@nt1fot1)nHo = Tni1 (fYx,0)nHo
for 11 € X411, that is, the diagram

G, x 2% G, x

(f\IIX,H)nl l(f‘I}X,H)m
H,

6
—_—
n
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commutes. Hence the group homomorphisms (f¥x g), for n € Ny yield a simplicial group homomorphism
f¥xpg: GX = H,

and since f € sget, (X, WH) was arbitrary, we have a well-defined map
Ux it sseto (X, WH) = sarp(GX, H).

We have to show that ®x i and ¥ x g are mutually inverse maps for each reduced simplicial set X € ObsSet
and each simplicial group H € ObsGrp. Indeed, it holds that

l'nJrl(SD(PX,H\IIX,H)n = (xn+1(@(bX7H)n+1)n = xn+1dtn+1,n+2j Pn = Tn+1Pn

for all x,41 € X,41, n € Ny, that is, o®x g¥x g = ¢ for every simplicial group homomorphism ¢ €
sarp(GX, H). Moreover,

To(fUx HPx H)n = (Tnd|njr2) (fYxH)j)icin-1,0] = (@nd|n j12) fi+1)i)jen-1,0]
= ((xnfndLn,jJr2J )j)jELnfl,OJ = xnfn

for all x, € X,,, n € Ny, that is, fUx g®x g = f for every simplicial map f € sget, (X, WH). This implies
Ox nVx p=id g, (cx,m) and Vx gPx g = idsSetO(X7WH) for all X € ObsSety, H € ObsGrp,

and hence the maps ¥ x g for X € ObsSety, H € ObsGrp yield a natural transformation

sSet (—7W:) l) sGrp(G_7 :)

inverse to ®. Thus sgrp(G—,=) = sSeto (—, W=), that is, G 4 W. O

§5 The classifying simplicial set of a simplicial group

Here we introduce the second possible notation for a classifying simplicial set of a simplicial group, namely the
diagonal of its nerve. It will be shown that the Kan classifying simplicial set and the diagonal nerve construction
are simplicially homotopy equivalent.

(4.30) Proposition (diagonal of the nerve of a simplicial group). The diagonal of the nerve of a given simplicial
group G is a simplicial set with Diag, NG = G*" and where the faces and degeneracies are given by

dg = >< de(dedk)mX >< dy, for allkG[O,n},nEN,
i€|n—1,k+1] i€|k—2,0]
and
stk= X sgxnx X sgforall kel0,n],n e Np.
i€|n—1,k] i1€k—1,0]
Proof. Follows from proposition (1.36) and proposition (3.6). O

(4.31) Proposition.
(a) We have a natural transformation
Diag oN AN
given by (Dg)n = Xicin-1,0] din,it1): Gi" = Xic|n-1,0) Gi for all n € Ny, G € ObsGrp.

(b) The natural transformation D is a retraction. A corresponding coretraction is given by

w -2 DiagoN,
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where S¢ is recursively given by

(Sa)n: X Gi— GY"(9i)ieln-1,0] = Yi)ic|n-1,0)

i€|n—1,0]
with
Yi 1= H (yj_ldLj,iHJS[i,j—ﬂ) H (gjd\_j,i-i-ljs[i,n—ﬂ) € Gy
jefi+1,n—1] JjE|n—1,i]

for each ¢ € [n — 1,0, n € Ny, G € ObsGrp.
Proof.

(a) First, we have to show that for a simplicial group G the maps (Dg), for n € Ny are compatible with the
faces and degeneracies of G. In fact, we obtain

dr(Dg)n-1=( X dpx(dpgxdgmx X dp)( X djn-1,it1))

i€|n—1,k+1] i€ k—2,0] 1€|[n—2,0]

= X dkdppory) X (de x dg)mdp_1 ) x - X ded|p_1,i41]
i€|n—1,k+1] i€ k—2,0]

= X dkdppory) X (de x dp)dpogegm x X dgdp_1,i41)
i€|ln—1,k+1] i€|k—2,0]

= X dinis1de X (dppesryde X dppep)m x X djpig1)
i€|n—1,k+1] i€|k—2,0]

=( X dpia)( X dpx(dp xidm x X id) = (Dg)nde
i€|n—1,0] i€|n—1,k+1] ic|k—2,0]

for all k € [0,n], n € N, and

sk(Da)nt+1 = ( X  spxnx X sk)( X dLn+1,i+1j)
i€|n—1,k] i€|k—1,0] 1€[n,0]

X oskdpngrive) xnx X spdingr,iq)
i€|n—1,k] i€|k—1,0]

X dpipysk xnx X djpig
i€|n—1,k| i€ k—1,0]

( X dinir) X sexnx X id) = (Dg)nsk

i€|n—1,0] i€|n—1,k] i€|k—1,0]

for all k € [0,n], n € Ny, that is
Diag NG Lo, Wa
is a simplicial map for each G € ObsGrp.(})
Diag,, ,; NG <2 Diag, NG —~> Diag,, , G

l(DG)TH»l l(DG)n l(DG)nl
WG~ W.6—* . W, .G

Now we let G and H be simplicial groups and we let G —5 H be a simplicial group homomorphism. We
get

(DG)n(WSD) = ( X dl_n,i+1j)( >< 901) = >< dl_n,i+1] Pi = >< ‘Pndl_n,i-i—lj
i1€|n—1,0] i1€|n—1,0] i€|n—1,0] i€|n—1,0]

1The morphism D¢ can be obtained as composite Do = ¢na fa, where ¢ is the natural transformation between the functors
Diag and Tot from s2Set to sSet, cf. (3.15), and where f is the isomorphism from Tot oN to W, cf. remark (4.19). This yields an
alternative proof of the fact that D¢ is a simplicial map.
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=@, X djnit1)) = (Diag, Ne)(Dg)n
i€|n—1,0]

for all n € Ny. This implies that we have a commutative diagram

Diag NG 2%~ WG

Diag Ncpl iwﬂo

Diag NH —22- WH

that is, (Dg)ceobsarp 1S natural in G and thus Diag oN P W is a natural transformation.

(b) Again, we have to show that the maps (Sg), for n € Ny commute with the faces and degeneracies of a
simplicial group G.

First, we consider the faces: We let n € N and k € [0,n]. For an n-tuple (g:)ic|n-1,0) € Xic|n-1,0] Gi we
compute

(9)ic|n—1,0/dk(SG)n-1 = (fi)ic|n—-2,0/(SG)n-1 = (Ti)ic|n-2,0)

where
gi-',-ldk for i € Ln — 2, k‘J,
fii=q (grdr)gr—1 fori=Fk—1,
9i forie |[k—2,0]
and
T; = H (z;dyjit1)87i,5-17) H (fjd|jit1/8[im—21) for each i € [n —2,0].
jEfi+1,n—2] j€ln—2,i)

On the other hand, we get

(9i)ic|n—-1,0)(S&)ndk = Wi)ic|n-1,0)dk = (Z})ic|n—2,0]

with
Yi = H (y;ld[j,i-&-ljsfi,j—l'\) H (95d|j,i41)87in—17) for i € [n —1,0]
jelitl,n—1] je€ln—1,i]
and
Yir1dx forie |n—2k|,
zi = ¢ (yedi) (yp—1dy) fori=k—1,
yidi for i € [k —2,0].

We have to show that x; =« for all i € [n —2,0]. To this end, we proceed by induction on i.

For i € [n —2,k|, we calculate

Ti= H (IJ‘_ldLj7i+1Js[i7j—ﬂ) H (f3dj,i41)5Ti,n—21)
jeli+1,n—2] JE[Nn—2,i]
= JI @ Yy Spig-11) T (Fdyicaspin—s)
jelit1,n—2] j€ln—2,i]
-1
= H (Y1 ded it spij-17) H (95+1dxd|j,i41/87i,n—271)
jeli+1,n—2] jEIn—2,%]

= H (y;rl1du+1,i+2j desrij—11) H (95414 j41,i+2]drSTin—21)
jefit1,n—2] jeln—2.i
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H (yj_+11dtj+1,i+2jS(i+1,ﬂdk) H (95414 j41,i+2/5Ti+1,n—17d%)

j€fi+1,n—2] JEIN—2,1]
= H (yj_Jrl1d|_j+1,i+2JS[i+1,j]) H (9j+1dLj+1,i+2JS[iJrl,nfﬂ))dk
j€fi+1,n—2] j€|n—2,i)
= H (y;ldLj,i+2JS]'i+1,j—1'|) H (gjdLj,i-s-zjS(z‘-s-l,n—l]))dk = ¥Yit1dg.
j€li+2,n—1] jE€ln—1,i4+1]

For i = k — 1, we have

Tr—1 =

H (@5 dyjhsth-1,5-11) H (f5d |k |STh=1,n—2])

JjE[k,n—2] jeln—2,k—1]
-1
H (a:; dijk)Sre—1,j-11) H (5 k)STh—1,n—21)
J€lk,n—2] j€ln—2,k—1]

I @ihdedymsm-ri-m) [ (Gardedynsme—tn-21) - (9rde)gr—1)815—1.n-2]
Jj€lk,n—2] j€ln—2,k|

H (yj_+11dtj+17kjs(k—1,j—11) H (9j+1dj41,k)S[k—1,n—2])

jElk,n—2] j€[n—2,k—2]
H (y7 ' djgSrr—1,-21) H (954 15.k)STk—1,n—2])
jE[k+1,n—1] jEln—1,k—1]
(wedr) [T @i'dpwgsm—1i—=)  T1 (@dymsi—1mn—2)
j€[k,n—1] j€ln—1,k—1]
(yrdr) (5 " dgssrr-1,5-11dk) (95d1j.k)STk—1,n-11dK)
J
j€lk,n—1] jeln—1,k—1]
(yxdy) (y; Ak STE-1,5-17) (95d15,k15Tk—=1,n—17) ) d&
J
j€[k,n—1] j€ln—1,k—1]

(yrdr) (Ye—1d).

For i € |k — 2,0/, we finally get

€Ty =
VIS

JjE€

= (

H (xj_ldLJ‘viHJs[iJ—lW) H (fjdLj,iHJS[i,n—ﬂ)

[i+1,n—2] Jj€[n—2,i]
—1
I @ dyausig—n) [ (Fdyisusiin-2))

[i+1,n—2] JE[N—2,i|

I @ dedyiensiigmn) (Wrye—1) " drd k-1 ir1)Spik—27)

jeli+1,k—2]

= (

I @ihdedyasysng-—o)C TT @ierdedyjica spin-21))
j€[k,n—2] jEIn—2,k]

(((grd)gr—1)d - vi41)870m-2)C [ (@5diirasSrin—21))
jelk—2,i

I @ dedyiinsiig—1) @l ided o1y Spin—21) W ik Spig—21)

jEfi+1,k—2]

Jj€

( H (Y5 +1itassig—17))( H (gj+1d1j+1,i4+1)8[in-21))
j€[k,n—2] JjEIn—2,k|

“(9ed|k,it1)57i,m—21) (Gr—1d | k—1,i+1)5[i,n—21)( H (95d1j,i+1)8Tin—21))
jelk—2,i

T l'dedyicgsig—)  TI @rhdysisii—n)
[i+1,k—1] jelk—1,n—2]

H (gj+1du+1,i+1js]'i,n72'|) H (gjd[j,i+ljs|'i,n72‘\)
je|ln—2,k—1] jelk—1,i
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= H (yj_lddej,i+1JSﬁ,j—1]) H (l/j_ldu,i+1jsﬁ,j—21)

jeli+1,k—1] j€lk,n—1]
H (gjdl_j7i+ljs[i,n72]) H (gjdLj,iJrlJS(imfﬂ)
j€ln—1,k| jelk—1,i
= JI  G'dpesydesrisiig—) [T @ 'duasusrg—) [T @idpasyspin—2)
jeli+1,k—1] j€lk,n—1] jEn—1,4)
= H (y;IdLj,i+1JS[i,j71} dk) H (y;ldLj,iJrlJS(i,jfl]dk) H (gjdLj,iJrlJSH,an‘\)
jeli+1,k—1] j€lk,n—1] jEn—1,i]
= H (yfldu,iHJS[i,j—ﬂ d) H (95d(j,i+1)5[i,n—11d%)
jeli+1,n—1] je€ln—1,]
= ( H (yj_ldu,i+1jsm,j—1]) H (gjdLj,i—&-ljSH,n—l]))dk = ;d.
jE€li+1,n—1] jEn—1,i]
Hence
Yir1dg forie |n—2k|,
x; = < (yrdy)(yr_1dx) fori=Fk—1, =1}
Yidk for i e [k —2,0)

for i € |n —2,0], and therefore

(Qi)iqnq,ojdk(sc)n,l = (gi)ie[nfl,OJ(SG)ndk-
We conclude that dg(Sg)n—1 = (Sg)nd for all k € [0,n], n € N.

Next, we come to the degeneracies.

We let n € No, k € [0,n] and (gi)ic|n—1,0] € Xic|n—1,0] Gi- We compute

(9i)iein—-1,0/5:(Sc)n+1 = (hi)ic(n,0] (Sa)ns1 = (Zi)ie|n0)s

where
gi—18k fori € [n,k+1],
h; =<1 for i =k,
gi forie |k—1,0]
and
2 = H (zj_ldlj’iHJs[i,j,ﬂ) H (hjd|j,i+187i,m7) for each i € [n,0].
jeli+1,n] JE|ni

Further, we get

(98)icin—1,0) (Sa)nsk = Wi)ic(n-1,05% = (2i)ic|n.0

with

Yi 1= H (yfldLj,i+1jS[z‘,j—11) H (95dj.i41)8[im—17) for i € [n —1,0]
jeli+1,n—1] JjE|n—1,i]

and

Yi—1sg fori € n,k+1],
2 =<1 for i = k,
YiSk for i € |k —1,0].

Thus we have to show that z; = 2} for every ¢ € |n,0]. To this end, we perform an induction on i € |n,0].



§5. THE CLASSIFYING SIMPLICIAL SET OF A SIMPLICIAL GROUP

For i € |n,k + 1|, we have

%= H (Zfldtjyi+1js(i,j—11) H (hjd|j.iv1)87in1)

j€li+1,n] Jj€n,i]
-1

= H (25 dyjit1)8ri,4-11) H (hjd|ji41)87in])
jefi+1,n] j€|n,i]

= H (yj__llskd\_j,i-i-ljs[i,j—ﬂ) H (gj—1Sdej,i+1JS[i,n1)
jeli+1,n] jE|n,i]

= H (y; 1 d =1,k 75, j—11) H (95-1dj—1,i/8K8[i,n])
jeli+1,n] j€ln,i)

= H (y; 11 d1j—1,4/8Ti-1,j—2]5) H (g5-1dj-1,iSTi—1,n—115k)
jeli+1,n] jeln,i

= H (yjildu,ijsﬁfl,jfl‘\ Sk) H (gjd[j,ijsfifl,nfl]sk)
jeli,n—1] jEln—1,i—1]

:( H (yfldtj7ijsfi—1,j—11) H (gjdLj,z‘JSri—l,n—l]))Sk=yze1Sk-
j€lim—1] jEln—1,i—1]

For i = k, we compute

a= I Gldussusmi-) [T Rsdyaensmen)

JE[k+1,n] j€|n,k|

—1
= H (25 dyjrr1)Sre-17) H (hjd | kt1)5Tkn7)
JjE€[k+1,n] JjEn,k]
= H (yj_711skd|_j,k+ljs(k,jfl]) H (951564 |5 k+1]5Tkn])
jelk+1,n] € k1]
= H (y; 111 kr1 STk —17) H (95-1d|j—1,k415[k,n])
JE[k+1,n] JEn,k+1]
= H (y;13kd k20 STk41,5-11) H (95—156d | k+2/STk+1,n7)
JE[k+1,n] JEn,k+1]

—1
= I & duwssneri—n) [I udyreassipern)
JE[k+1,n] JEn,k+1]
=z I G ldpmsasmeri-n) [ (udyereisimaie) = 2t 2he = 1.

jE€Tk+2,n] jEn,k+1]

For i € |k —1,0], we get

z= I G ldgesig—n) TT (Asdyicasiing)

jeli+1,n] jelnii
~1
= H (Z; d[j,i+1JS|'i,j—1'\) H (hjd[j,i-&-ljsfi,n'\)
jeli+1n] jelni)
—1 -1 -1
= JI & dgeysi-u))@ dikesysie-)C [T & dygaspg-n)
jefi+1,k—1] jelk+1,n]
( H (hjd ji41)87im1)) (hed [k ig1) 87,07 ) ( H (hjd|jit1)8in7))
jE€|n,k+1] jE€lk—1,7]
= H (yj_lsdej,i-&-ljS[i,j—l]) H (y{flskdmiﬂjs[i,j—ﬂ)
jelitlk—1] jElk+1,n]
H (95-15%dj,i4+1)5i,n]) H (95dj,it1)8[in])
jGL’IL,kH'lJ jELk*l,iJ

= I G'sdyivyspin) T @5 'sedysivasiin)
jelit1,k—1] jelkn—1]
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T sedpriryspn)  TT (9dyisasrin)

j€|n—1,k] jelk—1,
= H (y; "1y Sk—jiSTi—11) H (y; ' d(jis1s57057)
jefit1,k—1] jelkn—1]
H (gjdu,iﬂjsﬁ,n]) H (gjdu,iﬂjsﬁ,n])
jeln—1,k] jelk—1,]
= H (yfldLj,iJrlan,jq]Sk) H (yfldu,wljsﬁ,jq]sk) H (95dj,i41)8i,n7)
j€eli+1,k—1] j€lk,n—1] jEn—1,%]
= H (?/fldu,wljsn,j—l]sk) H (95d|4,i+1)5[i,n—115k)
jelit1,n—1] jeln—1,i]
= ( H (yj_ldLj,i—&-ljSh‘,j—l]) H (gjdLj,i-i-lJS[i,n—l'\))sk = YiSk.
jeli+1,n—1] jE|n—1,7]
Hence
yi—1sg fori € [n,k+1],
zi =141 for i = k, =z}

YiSk for i € |_/€ -1, OJ
for i € |n,0], and therefore

(gi)ie\_n—l,OJSk(SG)n+1 = (gi)iel_n—l,OJ(SG)nSk-
We conclude that s (Sg)n+1 = (Sg)nsk for all k € [0,n], n € No.
Thus (S¢)nen yields a simplicial map

WG 2% DiagNG.

Now we shall show that (S¢)cecobsarp 18 a natural transformation. We let G, H be simplicial groups
and G -2 H be a simplicial group homomorphism. Further, we let n € Ny be a non-negative integer and
(9i)ic|n—1,0] € WnG be an element. We write (y;)ic|n—1,0) for the image of (g;)ic|n—1,0) under (S¢), and
we write (2;)ic|n—1,0] for the image of (g;0i)ic|n—1,0] = (9i)ie|n—-1,0] (W,p) € W,H under (Sg),. By
induction on ¢ € |n — 1,0/, we get

%= H (zy'ildlj’iJrlJS[i»jfﬂ) H (9554 5,i41/8Tin—17)
jelit1l,n—1] jeln—1,]

W; "endyirsnig—) [ (gresdyisrin-n)

11
jeli+1,n—1] j€ln—1,i
11

(y;ldu,i_‘_usmj_l](pn) H (gjdu,i+1JS[i,n—1190n)

jeli+l,n—1] jeln—1,i]
= ( H (yj_ldLj,iHJSﬁ,j—ﬂ) H (gjdLj,iJrlJS[i,n—ﬂ))SDn = Yi¥Pn.
jefitl,n—1] jeln—1,i

Hence

(9)ien—1,00(Wn@)(SH)n = (9ii)ie|n—1,0) (SH)n = (Zi)ic(n-1,0] = Wi¥n)ic|n-1,0]
= (Yi)ie|n—1,0) Diag, No = (gi)ic|n-1,0/ (Sa)n Diag, Ne.

Since (gi)ie[n—1,0] € W,.G and n € Ny were chosen arbitrarily, this implies the commutativity of
= Sa .
WG —— Diag NG

W l Diag N¢

WH 2> Diag NH
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Finally, we have to prove that D¢ is a retraction with coretraction S¢g, that is
(SG)n(Dg)n = idsg, ¢ for all n € No.

Again, we let (yi)ic|n—1,0) denote the image of an element (g;)ic|n—1,0] € Xic|n—1,0) Gi under (Sg)y.
Then we have

(9)ic|n—1,0/(Sc)n(Da)n = Wi)ic|n—1,0/(DG)n = (Yid|n,i+1])ic|n—1,0]

Induction on i € [n — 1,0] shows that

yid\_n,i-i-ljz( H (y; 'd(jie1s57i-11) H (gjd\_j,i-i-ljs(im—ﬂ))dLmH—lJ

jefi+l,n—1] jeln—1,]
= JI  'dyeusig—ndmesy) [ @dyasysmin-ndinicg)
jE€fi+1,n—1] jE€|n—1,i]

—

(yfldLj,i+1jd[n7j+i,j+1fj+ijs|'i,jfl‘\d[j,iJrlj) H (95d1j,i41])

jeli+1,n—1] jeln—1,

= H (yjldLj,i+1jd[n7j+i,i+1J) H (95d1ji+1])
jefit1,n—1] jeln—1,i

= H (y; 'dnyis1)) H (95 5,i41))
jeli+1,n—1] jE€|n—1,4]

= H (Qj_ldu,wrlj) H (95d1ji+1)) = 9i-
jeli+1,n—1] j€ln—1,i]

This implies that (S¢)n(Dg)n = idgg o for all n € No. O

(4.32) Theorem. For each simplicial group G, the Kan classifying simplicial set WG is a strong simplicial
deformation retract of Diag NG. A strong simplicial deformation retraction is given by

Diag NG Lo, WG,
where (Dg)n = X c|n—1,0] din,it1) for every n € Ny, G € ObsGrp; cf. proposition (4.31)(a).

Proof. For n € Ny, we define H,,: Diag, NG x A}, — Diag,, NG, ((gn.i)ic|n—1,0/>T" ) = (4i)ic|n—1,0), where
k € [0,n + 1] and, recursively defined,

9n,i for i € I_n—l,k‘—QJﬂNo,
Yi = .
I crivino @5 diirstis—1) e po14) Gnidip—1ip1ysrin—2) fori € [k —2,0].

Cf. definition (2.3).

We will show that these maps yield a simplicial homotopy from DgSg to idpiag NG, Where Sg is given as in
proposition (4.31), which is constant along Sg.

First, we show the compatibility with the faces. For k € [0,n], 1 € [0,n+1], n € No, (gn,i)ic|n-1,0) € Diag, NG,
we have

(gndietn—10/ T deHn -1 = ((gn.idiein—10)dks T di) Hnoy = ((fidie 2,00, 8"~ Hip oy
_ [ (Uietn-20), T Y Huoy for k=1 (1)
((fi)ien—2,0), T Hyy for k <1 e

where

Ini+1dk forie |n—2k|,
Ji =4 (9nkdi)(Gnk—1dr) fori=4k—1,
In,idk for i e |k—2,0]
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for all i € [n —2,0] and

fi forie|n—2,1-1],
Hje[iJrl,lfﬂ (xfldu,iJrlJS[i,jfﬂ) if k=1,
o e p—2,i (fidi—1i41)873,0-21)  for i € [1—2,0]
' fi fori € [n—2,1—2],
Ieriviis (xj_ldLj,iJrlJS[iJ*ﬂ) itk <l
TLiei—s,i (fidii—2,i41)87:,0-31) fori € [1—3,0]

for all i € [n —2,0]. On the other hand, we have

((gn)iein-1,0, T T Hpdi = () iepn-1,0/dk = (2})ie[n-2,0

with

Gn.i forie |n—1,1-1],
Yi = .
Hje[i+1,l—2] (yj ldLj,z'Jrljsfi,j—ﬂ) Hje\_l—Q,iJ (Qn,jdu—l,iJrlJSfi,l—ﬂ) fori € [l —2,0]

for i € [n—1,0] and

yi+1dk for i € I_TL — 2, kj,
.CC; = (ykdk)(yk—ldk) fori =k — 1,
yidg forie |k—2,0]

for i € [n —2,0]. We have to show that x; = 2/ for all i € |n — 2,0]. To this end, we consider three cases and
we handle each one by induction on i € [n —2,0].

We suppose that k € |n,l].

For i € |n — 2, k], we have

zi = fi = gnir1di = yir1di = 2.
Fori=Fk — 1, we get

21 = fr—1 = (nkdr) (gnk-1dr) = (yedi) (ye-1dx) = T)_;.
Fori e |k —2,1—1], we get

z; = fi = gnadip = yids, =

Finally, for i € |l — 2,0], we calculate

Ti= H (@5 dyjit157i,5-17) H (fidji—1,i41)87i,0-21)
je[i+1,1—2] JjEl-2,7)
-1
- H (@5 dyjitSpi,g-11) H (fid—1,it1)8Ti-27)
jefi+1,1—2] JELl—2,7]

I
—

(y; 'did jis1)57i5-17) H (9n,jdrd|1-1,i41)57i1—21)
jelit1,i—2] jeli=2,)

I
—

(v 'dygissrig—nde) [T @nidi—ivnsp—2de)

jelit1,i—2] jell—2.)
= ( H (yfldlj,iHJS[i,jfﬂ) H (gn,jd[lfl,iJrlJS]'i,lfz‘\))d}c = y;dy, = 2.
jelit1,1—2] jeli=2,i

Next, we suppose that k =1 —1.
For i € [n — 2,k], we have

!
T = fi = Gnit1dk = yi1dr = ;.
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For ¢ = k — 1, we compute

Th—1 = fr—1 = (gn k) (Gnk—1dk) = (Gnedk) (Gno—1drsk—1dx) = (Yedr) (Ye—1dr) = 25 _;.
For i € |k —2,0], we get

Ti = H (xj_ldLJ)iJrle[i,j—ll) H (fid | k—1,i41/5Tik—27)
jEli+1,k—2] jelk—2,i]
1
= I @ dgarusig—n) [ (Fidie—vicasiin—e))
j€li+1,k—2] j€lk—2,i
= H (yflddej¢i+1jSﬁ,j71]) H (9n,jded|k—1,i+15Ti,k—2])
jEli+1,k—2] jelk—2,i
= H (y; " dijis1ySpig—11d) H (9n,jd k,i+1/57ik—11dR)
jElit1,k—1] jelk—1,i
= ( ]___[ (Z/j_ldu,z‘+1jsﬁ,j—ﬂ) H (gn,jd\_k',i—&-ljS[i,k—l]))dk = ydy, = .
jefi+1,k—1] jEelk—1,i]

Finally, we suppose that k € [l — 2,0].
For i € |n— 2,1 — 2], we see that

!
i = fi = Gn,it1de = Yir1die = ;.

For i € |l — 3,k|, we have

Ti= H (xgldlj7i+1jsfi=j—l]> H (fjdji—2,it1)87i1-31)
jefi+1,1-3] JjE1-3,i]
1
= H (@5 dijie1Spig-11) H (fidji—2,it1)87i1-37)
jEfi+1,0-3] jeli—3,4
= H (yj_-t,}lddej,i-&-ljsﬁ,j—l]) H (9njr1drd|i—2,i+1)51i,1—37)
jefit1,1-3] jell—3,i]
_ —1
= 11 Gil'dedy—vivspg—=) [ (@nsdedi—sicaspii—sy)
jelite,—2] jell=2,i+1)
= H (y; ' yjiv2ydisrij—2)) H (9n,5d[1-1,i+2) drSTi,1-37)
jerite,—2] Jell—2,i+1)
= H (yj_ldLj,i+2jS(z’+1,j71]dk) H (9n.5d[1=1,i+2)5Ti+1,0—21d%)
jeli+2,1-2] jel—2,i+1]
= ( H (yfldLj,z'+2JSrz‘+1,j—11) H (gn,jd[l—l,i+2jS|'i+1,l—2'\))dk = yir1dy = ).
jeli+2,1-2] jell—2,i+1]

For i = k — 1, we have

Th—1 = H (xgld[j,kjs(kfl,jfl]) H (fid|1—2,k|STk—1,1—31)

j€lk,1—3] jell—3,k—1]
-1
= H (33;' dLj,kJkafl,jfﬂ) H (fjdLl72,kjS(k71,lf3'\)
JE[k,1=3] jell—3,k—1]
= H (W+1ded 5k Sr-1,-17))( H (9n,j+1drd1—2k)S[k—1,1-31))
JE[k,1=3] jELl-3,k]

(Inredrdi—2, 5 51k—1,1-31) (n.k—1drd [1—2,k |STk—1,1—37)

= H (Yj+1drd k) STR—1,j-17) H (9nj+1drdi—2,kS[k—1,1-371)
jelk,i-3] jeli—3,k—2]

= I  dedyormsp-r—2) [ @nidedi—agsp—1i-s))
JETk+1,1-2] jell—2,k—1]

83
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= H (y; ' djySte-1,-21) H (95 1=1,k5[k—1,1-371)

JETk+1,1-2] jell—2,k—1]
=wde) [T G'duwgsie-i21)  II @nsduvkgsm—ria)
JE[k,1-2] jell—2,k—1]
= (yrdr) H (yj_ldLJ’,kJS[kfl,jfﬂ dp) H (9n,id1-1,k)8h—1,0-27dK)
Jjek,1-2] jell—2,k—1]
= (ykdk)( H (yfldljykJka—17j—11) H (gn,jd[l—l,kjsfk—l,l—ﬂ))dk = (ypds)(yr—1dg)
J€lk,1-2] jell—2,k—1)
=)y

At last, for ¢ € [k —2,0], we get

vo= I G'dyasysnin) T (Fdu-zasasmios)
jEfit1,1-3] jell—3,i
“1
= H (@5 dyjitspig-11) H (fidp—2,i+1)87i1-31)
jEfit1,1-3] jell=3,i
1 1 1
= H (@} dyarsrig—1))(@h—1 dir—1ir15rie—21)( H (2% dyji1)Srii-11))
jEfi+1,k—2] jelk,i—3]
“( H (f3dj1—2,i+1870,0-31)) (fr—1d[1—2,5418Ti,0-37)( H (f3d|1—2,i+187i,1-31))
jell—3.k jelk—2,i

=( H (yfldkdu,iﬂjsu,j—ﬂ))(ylz_llddek—l,iHjSm‘,k—m)(y;;ldkduc—uﬂjSri,k—zw)

jefit1,k—2]
“( H (yj_.:,}ldkd\_j,i-i-ljsﬁ,j—l]))( H (gn,j+1dkd |12, 1)57i1-31)) (Gn kA |1—2,i11)8[i,1-3])
jelk1—3] jell—3.k]

“(gne—1dred|i—2,i41575,1-37)( H (9n,5dxd|1=2,i41]5i,1—31))

jElk—2,i]
= H (yj_lddej,iJrljSH,jfl]) H (yj_j1ddej,i+1jSH,jfl])
Jeli+1,k—1] jelk—1,1—3]
H (9nj+r1drd|i—2,i+1)51i,1—37) H (9n,5ded|1—2,i41]55,1—37)
jell—3,k—1] jelk—1,i]
= H (yflddej,i+1jS]'i,jfl'|) H (y;lddejfl,iJrlJS[i,jfZ]) H (gn,jddelfziJrlJS[i,lffﬂ)
jeli+1,k—1] JjEk,1—-2] Jjel—2,i]
= H (yfldu,i-s-ljdk—jﬂ'S[i,j—ﬂ) H (y;ldu,i—i-ljs]'i,j—ﬂ) H (gn,de—l,i—&-ljS[i,l—B])
jefi+1,k—1] jE[k,1—2] JELl—2,7]
= H (Z/j_ldLj,z'HJS[i,j—ﬂ di) H (yj_ldLj,z‘HJS[z‘,j—ﬂ di) H (9n5d1-1,i+1)81i,1—-21d%)
jei+1,k—1] j€[k,l—2] JEl—2,i]
= H (yj_ldLj,i-Q—ljSH,j—l]dk) H (9n5d1=1,i+1)81i.1—21dk)
jEi+1,01—2] jell—2,]
= T  @il'dgigsis-n) ] (gn,jd[lfl,iJrlJS(i,lfQ}))dk = yidp = 2.
JEi+1,1—2] JEl—2,1]

Hence z; = ) for all i € [n — 2,0/, regardless of k and [, and therefore
((gn,i)ieLn—LmaTnH_l)danﬂ = ((gn,i)ic Ln—l,OJan+1_l)Hndk
for all k € [0,n], I € [0,n + 1], n € Ng. We conclude that

dpH,—1 = H,dy, for all k € [0,n],n € Ny.
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Now we consider the degeneracies. We let n € No, k € [0,n], 1 € [0,n + 1], and (gn,i)ic|n—1,0] € Diag, NG. We
compute

((gn,i)iqnq,oj7T"+1_Z)San+1 = ((gn,i)ieLnfl,Oj SkaTn+1_lSk)Hn+l = ((hi)iqnq,oy Uk’f"H_l)Hnﬂ

_ ((hl)le Ln71’0J7T71+2—l)Hn+1 for k& Z l, . (Z)
= ((hi)ie\-n_LOJ7Tn+17l)Hn+1 for k < l - i)ie|n,0]s

where

Gn,i—15; fori e |n,k+1],
h;: =<1 for i = k,
9n.,iSk fori e |k —1,0]

and
hi for i € |n,l —1], HE> ]
— . 1 — )
) Uerivnia (3 arsrig 1) Te oo, (hidu—viasrii—a))  for i€ [1—2,0]
o hi for i € |n,1], _
_ . 1 .
Hje[i+l,l—l'| (Zj 1dLj7i+1JSH,j—11) HjeU—l,iJ (hjd(1it1)8pig—11) fori€ [1—1,0]

Furthermore, we have

((gni)iein-1,0> T TN Hpse = (Yi)ie|n-1,05 = (z})ic(n.0),

where

Yi -

) Gni forie|n—1,1—-1],
Hje[i-i—l,l—Q] (yj_ldLj,HlJSfi,jfl]) HjeLl—2,iJ (gn.jd(1-1,i+1)8730-21)  fori € [1—2,0]
and

Yyi—1sg fori € |n,k+1],
zi =41 for i =k,
YiSk fori e |k—1,0].

Thus we have to show that z; = 2] for every i € |n,0]. Again, we distinguish three cases, and in each one, we
perform an induction on i € |n,0].

We suppose that k € [n,l].

For i € |n,k + 1], we calculate

2i =N = Gni—15k = Yi—15k = 2,
Moreover, for i = k, we get
2k =h=1=z,.
Fori e |k — 1,1 — 1], we have
2 = hi = Gn,iSk = YiSk = 2.
Finally, for i € [ —2,0], we get
a= I Gldgesps-n) T (ydu-vicaspie)
jefi+1,1-2] jeli—2,i)

1
= H (25 dijit1)Srii-17) H (hjd|1—1,i+1)57i1—21)
jelit1,1—2] jeli=2,i
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= (yj_lskd\_j,i-i-ljs[i,j—l]) H (gn,58kd|1=1,i+1)5Ti,1—21)
jeli+1,1-2] jell—2,i)

= H (yj_ldl_jﬂ‘JrlJSk—j-‘risﬁ,jfﬂ) H (gn,jd\_lfLiJrlJSk—l+i+1s(z’7l72})
jeli+1,1—-2] jell—2,i)

= H (yj_ld[j,i+ljs[i,jfﬂ Sk) H (gn,jdLlfl,iJrljSﬁ,l72]sk)
jeli+1,1-2] jell—2,i)

= ( H (yfldu,iﬂjsn,j—l]) H (gn,jdu—1,z‘+1jS(i,l—z]))sk = Y;Sk-

jeli+1,1—-2] jell—2,4)

Now we suppose that k =1 — 1.
For i € |n,k + 1|, we calculate

o o
2i = N = Gn,i—15k = Yi—15k = Z;-

Moreover, for i = k, we get

!
ZE = hkdk+1sk =1= -

For i € |k —1,0], we get

%= H (27 'djasaysyij-11) H (M A kg1,i1)Si,k7)

jefitl k] je ki)
—1

= I G dgasisan) T Guderisnmn)
jeli+1,k] j€Elk.i)

= H (y; "skdji41)87i,5-11) H (9n,55kd [ kt1,i41)5Ti,k7)
JEit1k—1] jelk—1i]

= JI  G'dgasysrig—nse) [ @nidikissie)
jelit1,k—1] jelk—1,i]

= ( H (?J;ldu,i-s-ljsﬁ,j—l]) H (gn,jd[k,i+ljs|'i,k—1'\))Sk = YiSk-

jelitl,k—1] jelk—1,i)

At last, we suppose that k € |l —2,0].
For i € |n,l], we have

/
2; = hi = gni—15k = Yi—15k = %;.

Forie |l—1,k+ 1], we get

7= H (Zfldlj’i+1jsfi,jfl1) H (hyd|1i41)874,0-17)

Jefi+1,1-1] JEI-1,4]

-1
= H (2 dijie1s8rig-11) H (hjid|1i41)874,0-17)
jelit1,i-1] jell—1,)

= H (y;_11skdu,i+1jsﬁ,j—1]) H (9n.j—15kd|1i4157i,1-11)
jeli+1,l-1] jEl—1,7]

H (yj_lskd\_j'l‘l,i‘f‘ljsﬁvﬂ) H (9n,jskd|1,i4+1)88,0-17)
Jelil—2] jE[l—2,i—1]
- H (yj_ldLmJSkSm]) H (9n,jd1-1,i) kS 4,0-17)
J€E[i,1-2] jell—2,i—1]

IT ¢

Y5 A Srio1,j-115k) H (9n,jd(1-1,i)STi-1,1—2]5%)
jeli,l-2] jell—2,i—1]

= ( H (yfldljviJSfifl’jfﬂ) H (gmjd[lfl,ijs(i—l,lfz]))S}c = Yi—1Sk = z;
J€li,l-2] jell—2,i—1]
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For i = k, we have

= I Goldussusmsi—n) [1 (udursysmea)
jektil-1] jeli<1,k)

—1
= H (25 dpjkt1)8rk,5-17) H (hjd |1 k41)51k,1-17)
JETk+1,1—1] jeli—1,k]

= H (v, 18kd k1S Tk -11) H (9n.j—156d |1, k41]5Tk,1-17)
jek+1,0—1] jeli—1,k+1]

= H (y; sk 1 01)STk,57) H (9,56 |1 k+1Sk,1—17)
jelk,i—2] jeli—2.k)

= sedips) ([T 05 "sedysansusima)C [T (ngskdiirensiri-17)
JjETk+1,1—2] JjEl—2,k]

=@ s I @' dussusiea)C TT (nsdi—rmsysme-n))
JE[k+1,1—2] JE-2,k]

= ( "se)( H (yj_ld\_]}kJrljs(k,jfﬂSk))( H (9n.jd|1—1,k+1/S[k,1-215k))
j€lk+1,1-2] jell—2.k]

= (y;ZlSk)« H (y; ' djkr1)SThy—17) H (gn,jduq,kﬂjsrk,zfﬂ))Sk) = (yz "sk) (yksk) =

JETk+1,1-2] jell—2,k)

= z}.

For i € |k —1,0], we get

%= H (ZfldLj7i+1JSfi7j—l]) H (hjd|1i41)874,0-17)
jeli+1,l-1] jel-1,7)
—1
- H (2 dijie1)8rig-11) H (hjd|1iq1)816,0-17)
jeli+1,0—1] JEl—1,7]
= I @il'sedgagsng-) I1 @ilsedyasagsnis—n)
jelitlk—1] JETk+1,1-1]
H (9n,j—156d|1,i4+1)5[i,1-17) H (gn,58Kd|1,i41]575,1—17)
JEll-Lk+1] jelk—1,i
= H (yilsdej,i+1jS(¢,j71]) H (yflsdej+1,i+1jSH,ﬂ)
jelitlk—1] jelki—2]
H (9n,55Kd |1,i41]5743,1-17) H (9n,55kd |1,i41]53,1-17)
jell=2,k) jelk=1,i
= H (yflskdu,i-pusm,j—l]) H (yflskdu+1,i+1jsﬁ,ﬂ) H (Gn,jSed(1,i41)510,0-17)
j€li+1,k—1] JETk,1-2] JjEl—2,i]
= H (y; A1 Sk—j+iSTij-11) H (y; 'djis1)srig)) H (9n5d1-1,i+1)8[i,1-17)
jeli+1,k—1] j€[k,1—-2] JE—2,7]
= H (y; ' jig1)8Tij—175%) H (y; ' Ayt Sri—115) H (g5 [1=1,i+1)5[i,1—215k)
jelit1k—1] jelki—2] jeli—2,4
= H (y; 'd(j,i+1)S7ij—115%) H (9n,5d1=1,i+1)51i,1—215k)
jelit1,i—2) jeli—2,i
:( H (yfldLj,i+1JS(i,j711) H (gn,jdufl,iJﬁljSﬁ,liQ]))SkZyiskZz;.
jelit1,i—2] jell—2,i

Hence z; = 2| for all i € [n,0], regardless of k and [, and therefore

((gn.i)ie|n-1,0)> T s H1 = ((9nsi)ic n—1,0]> T sy

87
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We conclude that sy H,+1 = Hpsg.
Altogether, we obtain a simplicial map

Diag NG x A' - Diag NG.
We have

(gn,i)ietnfl,Oj (DG)n(SG)n = (gn,id[n,i+1j)i€[n71,0j (SG)n = (yi)ie[nfl,()j
for all (gn,i)ic|n—1,0] € Diag, NG, n € Ny, where

vi= [ i 'dyasysnig—1) I Gnidingedyisspn-)
jelit1,n—1] jeln—1,)
= H (yjildu,iJrlJS[i,jfl‘\) H (9n,jd|n,i+1)8Tin—11)
jelitln—1] j€ln—1,)

for all i € |[n —1,0]. Hence the simplicial map H fulfills
((gn.i)ien-1,00> TV Hpn = (gn.i)ic n-1,0](Da)n(Sc)n
and
((gni)ietn—1,0)> TV Hn = (gn.i)ie|n—1,0]

for each (gn,i)ic|n—1,0] € Diag, NG, n € Ny, that is, H is a simplicial homotopy from DgSg to idpiagNG-

In order to prove that W@ is a strong deformation retract of Diag NG, it remains to show that H is constant
along Sg.

Concretely, this means the following. For (g;)ic|n—1,0] € W,.G, we have

((gi)iel_n—l,OJ (SG)naTndHik)Hn = ((yi)iel_n—l,OjaTn+1ik)Hn = (Zi)iel_n—l,OJ7

where
vie= I  @'dyasusng-n) I @dyicsie-)
jE€fi+1,n—1] jE€n—1,1]
and
)i forie |n—1,k— 1] NNy,
o {Hjeml,k_ﬂ (25 diinysrig—11) Tlje o2y Wi 1n—1,i1 5pik—21)  fori € [k —2,0].

Now, we have to show that z; = y; for all ¢ € [n — 1,0], k € [0,n + 1]. For k € {n + 1,0}, this follows since H
is a simplicial homotopy from DS to idpiag ng and since SgDaSg = S¢. So we may assume that k € |[n,1]
and have to show that z; = y; for every ¢ € |k —2,0]. But we have

Yid | k—1,i41)Si,k—2] = ( H (yfldu,iHJS[i,j—ﬂ) H (gjdLj,i+1jS]’z’,n—l]))de—l,i—o—lJS[i,k—Q'\
jelit1,n—1] jeln—1,i

= H (yfldu,iﬂjsﬁ,j—l]d[k—1,¢+1JS[i,k—21) H (gjd\_j,i+1jsl'i,n—1]d[k—l,i+1jsfi,k—2'\)
jeli+1,n—1] je€ln—1,i

= H (y; i) Sig-11d k1,541 d i1 STik—21)
jeli+1,k—1]

H (yj_ldLMHJS[i,k—ﬂsfk,j—ﬂde—1,i+1JS[i,k—21)
j€[k,n—1]

T (Gdyirassin—118imn—11dk—1.ir1/575—27)
jEn—1,i]

H (yjldLj,i+1jd[i+k717j,i+1jSﬁ,jfl]dLj,iJrlJS(i,kfﬂ)
Jelit1,k—1]
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H (W5 i) STik—11 k1,41 STid Lij— k] STik—2])
j€[k,n—1]

H (gjdLj,z#ljs[i,kfﬂdefl,iJrljs(i+17i+n7k]s[i,k721)

jEn—1,i]
= H (yj_ldLj,iJrljdLi+k717j,i+1jSH,k72]) H (yj_ldu,iJrlJSis[i+1,i+jflﬂsfi,k72])
jEfi+1,k—1] j€lk,n—1]

H (gjd[j,iJrljSis(i+1,i+n7k'|S[i,kfﬂ)

jeln—1,]
= H (y;lde—l,i+1JS]'i,k—2'|) H (y;ld[j,i—&-ljsfi,j—l'\) H (95d1j,i41]5Ti,n—11)>
j€li+1,k—1] j€lk,n—1] jE€ln—1,]

and this implies, by induction on i € |k — 2,0/, that

z= JI  Gildgacusis—n) T @dm-viyspic2)
j€li+1,k—2] jelk—2,i]
= H (yj_ldu,i+1jsﬁ,j—1]) H (Y5d | k—1,i+1)51i,k—21)
jeli+1,k—2] JjELk—2,i]
= I @i'dpasusia-n) ]I @idpeviusie—21) ] @5 dieeviensrie—e))
jelit1,k—2] jelk—2,i+1] jefit1,k—1]
H (yj_ldLJ’iHJS[i,jfﬂ) H (gjdLj,iJrlJSMnfl])
j€[k,n—1] jE€|n—1,i]
= II @' dyassmg—1) Wetdik—rie1Spin—2))
JETi+1,k—2]
O IT @itdyasnsns—onC IT (@dyiysin-in)
j€[k,n—1] jEn—1,i]
= I Gil'duegsis) T (@dyasin-) =
jelitln—1] jeln=1,i]
forall i € |k —2,0]. O

Now we have to fix one of both notions. Since the diagonal nerve construction has a bisimplicial set as an
intermediate result, we will define this to be the classifying simplicial set of a given simplicial group. The usage
of this choice will be shown in the next section.

(4.33) Definition (classifying (bi)simplicial set of a simplicial group). We let G be a simplicial group. We call
B®) @ := NG the classifying bisimplicial set of G and BG := Diag NG the classifying simplicial set of G.

(4.34) Definition (homology and cohomology of simplicial groups). We let G be a simplicial group, R be a
commutative ring, M be an R-module and n € Ny be a non-negative integer. The n-th homology group of G
with coefficients in M over R is defined to be the n-th homology group of its classifying simplicial set, that is

H,(G,M;R) := H,(BG, M; R).
Dually, we let
H"(G,M;R) := H"(BG, M; R)
be the n-th cohomology group of G with coefficients in M over R. As in definition (2.18), we abbreviate

H,(G,M) :=H,(G, M;Z),
H,.(G) :=H,(G,Z;Z),
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and
H"(G;R) := H"(G, R; R),
H"(G,M) :=H"(G,M;7Z),
H"(G) .= H"(G,Z;7Z).

We note that here, H,, (G, M; R) does not denote the homology of the underlying simplicial set of G; similarly
for cohomology.

(4.35) Corollary. Suppose given a simplicial group G, a commutative ring R and an R-module M. Homology
and cohomology of G can be computed as

H, (G, M;R) = H, (WG, M; R) resp. H"(G, M; R) =2 H"(WG, M; R) for all n € Nj.
Proof. Since BG = Diag NG ~ WG by theorem (4.32), we have
H,(G,M;R) = H,(BG, M;R) = H,(WG, M;R)
resp.
H"(G, M; R) = H"(BG, M; R) = H" (WG, M; R)
for all n € Ng. O

§6 The Jardine spectral sequence

In this section we show a connection between the (co)homology of groups and the (co)homology of simplicial
groups found by JARDINE [19, Lemma 4.1.3].

(4.36) Theorem. We suppose given a simplicial group G, a commutative ring R and an R-module M.

(a) There exists a spectral sequence E with E11,77l_p = H,,_,(Gp, M; R) that converges to the homology group
H, (G, M; R) of the simplicial group G, where p € [0,n], n € Ny.

(b) There exists a spectral sequence E with E{""™ P = H" P(G,, M; R) that converges to the cohomology
group H" (G, M; R) of the simplicial group G, where p € [0,n], n € Ny.

Proof. We apply corollary (3.39) to B®G.
(a) For n € Ny, we have
H,(DiagB®G, M; R) = H,(BG, M; R) = H,(G, M; R),
and for p € [0,n], n € Ny, we obtain
H, ,(BY G, M; R) = H, (N, G, M; R) = H,_,(NGy, M; R) = H,_,(BG,, M; R)
=H,_,(Gp, M;R).
(b) Dually. O

(4.37) Definition (Jardine spectral sequences). We let G be a simplicial group. The spectral sequences
exhibited in theorem (4.36) are called Jardine spectral sequences of G (in the case of homology resp. in the case
of cohomology).

We obtain the following proposition as an immediate application of the Jardine spectral sequence in the case of
cohomology.

(4.38) Proposition. We suppose given a simplicial group G such that G,, is finite for every n € Ny. Moreover,
we let R be a commutative ring such that the additive group of R is a torsion-free abelian group. Then
HY(G;R) 0.

Proof. Since G, is finite for all n € Ny, the first cohomology group H*(G,,; R) is trivial for all n € Ny (cf. [21,
Aufgabe 49 (4)]). Hence H'H'(C®) (B G; R)) = 0. Furthermore, the “vertically” taken cohomology

H(CPBAGR)~(R-L RS R-L R )
and thus H'H(C®)(B®)G; R)) = 0. This implies H'(G; R) = 0 by theorem (4.36). O



Chapter V

Crossed modules and categorical groups

In this chapter, we introduce the notion of a crossed module, which has been the starting point of this diploma
thesis. We study some purely algebraic properties of crossed modules and introduce a second algebraic object,
that of a categorical group. At the end, we give a proof of the Brown-Spencer theorem, which states that the
categories of crossed modules resp. categorical groups are equivalent.

§1

Crossed Modules

A standard introduction is the survey [3].

(5.1) Definition (crossed modules and their morphisms).

(a)

A crossed module cousists of a group G, a (left) G-group M and a group homomorphism p: M — G, such
that the following two axioms hold.

(CM1) We have (9m)u = 9(mu) for all m € M, g € G (that is, p is a morphism of G-groups).
(CM2) We have "*m = "m for all m,n € M (the so called Peiffer identity).

Here, the action of the elements of G on G resp. of M on M denotes in each case the conjugation. We
call G resp. M the group part resp. the module part of the crossed module. The group homomorphism
w: M — G is said to be the structure morphism of the crossed module.

Given a crossed module V' with group part G, module part M and structure morphism p, we write
GpV: =G, MpV :=M and p:=pu" :=pu.

We let V' and W be crossed modules. A morphism of crossed modules between V' and W is a pair of group
homomorphisms ¢g: GpV — GpW and ¢1: MpV — Mp W such that the diagram

MpV — = GpV
801l lsao

MpWL> pW

commutes, that is, o u" = uY g, and such that (9m)e; = 99°(me;) holds for all m € MpV, g € Gp V.
The group homomorphism ¢q resp. ¢ is said to be the group part resp. the module part of the morphism
of crossed modules.

Given a crossed module morphism V —25 W with group part ¢y and module part 1, we write Gp ¢ := ¢q
and Mp ¢ 1= ¢ .

Composition of morphisms of crossed modules is defined by the composition on the group parts and on
the module parts.

The category of crossed modules consisting of crossed modules as objects and morphisms of crossed modules
as morphisms will be denoted by CrMod.

91
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(5.2) Example.

(a) We let G be a group and N < G a normal subgroup. Then the inclusion N < G with the conjugation
action of G on N is a crossed module.

(b) We suppose given a group H. The inner automorphism homomorphism H — Aut H,h ~ (—)", which
assigns to every h € H the conjugation action of h on H, is a crossed module, where the action of Aut H
on H is given by applying the inverse of an automorphism to the group elements of H.

(¢) The trivial homomorphism M — G, m — 1, where G is a group and M is an (abelian) G-module, yields
a crossed module.

(d) Given a group G and a central extension E of G, the surjection 7: E — G yields a crossed module, where
the action of G on E is given by e := fe for e, f € E.

Proof.
(a) We denote the inclusion by ¢: N — G. Then we have
(Un)e=9n="9(n) for alln € N,g € G,
and

"ip ="n for all n,n’ € N.

(b) The inner automorphism homomorphism of H is denoted by x: H — Aut H,h + (—)". The automor-
phism group Aut H acts on H from the right by h* = ha and hence it acts on H from the left by
“h = ha~!. This turns H into a (Aut H)-group. We verify the crossed module axioms by elementwise
argumentation. We have

#((°h)w) = w((ha~")r) = 2 = (ha™)Lx(ha) = (A" a~)z(ha) = (A (za)h)a"?
= (za)"a™! = za(hk)a™t = 2(*(hk))
for all x € H, that is (*h)k = *(hk) for all h € H, o € Aut H, and
Feh = h(kr)™t = h(k™ k) = B =Fn
for all h,k € H.
(c) We write u: M — G, m — 1. Then we have
UIm)p=1=91=9(mu) forallme M,g € G,
and

1

"m="m=m=nmn " ="mforallmneM

since M is abelian.
(d) We let f, f' € E such that fr = f'w. Then ffteKern C Z(E) and hence
fe:ff,ilf/e:ff/il(f/e) =/cforalecE,

where Z(E) denotes the center of E. Since 7: E — G is surjective, this implies that the definition /e := fe
for e, f € E is well-defined. Moreover, since

In(f'me) = F(fe) = I ¢ = FFme — (UMU'm)

and
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and
I7(ee’) = (ee') = (Te)(Pe') = (Ime)(I™e)

for all e, €', f, f/ € E, this defines a G-group action on E. Since the definition of this action is just the
second crossed module axiom, it remains to show the first one. Indeed, we have

Im(er) = (Pe)r = (f"e)m for all e, f € E. O

(5.3) Proposition (simple properties of crossed modules). For a crossed module V' the following identities
hold.

(a) We have ImpY < Gp V.
(b) We have Keru" < Z(Mp V).

(c) The restricted action of ImpuY < GpV on Keru" < MpV is trivial, that is, an action of Coker n¥ on
Ker 1" is induced.

Proof.
(a) Given h € ImuY, say, h = muY for some m € MpV, and g € GpV, we get
Ih =9(mp") = (Um)u" € Im ",
and thus Im uY is a normal subgroup in Gp V.

(b) For n € Kern" and m € MpV, we have

\4
"m="""m="1m=m

and thus nm = mn. Hence n € Z(Mp V) and thus Ker ¥ < Z(Mp V).
(c) We let h € ImuY, say, h = mu" for some m € MpV, and n € Ker u”. Using (b), we obtain

\4
hp =m0 ="mp =, O

For some examples, where the group part resp. the module part of a crossed module are given by presentations
with generators and relations, it would be hard to check the crossed module axioms for all elements of these
groups. We will show that it is enough to verify the axioms for the generators in this case.

(5.4) Lemma. We let G be a group, M be a G-group and u: M — G be a group homomorphism.
(a) We let g1, g2 € G such that (9m)u = 9 (mu) and (92m)p = 92(mpy) for all m € M. Then
(92 m)p = 9192 (mp)
for all m € M.
(b) We let ny,ne € M such that "*#m = "tm and "2#m = "2m for all m € M. Then

1 -1
(nlnz )p‘m — ning m

for all m € M.
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Proof.
(a) We have

(= m)pa = 9202 (2 mp) = 2 (2 m)p)) = 95 (205 ) = 9 (2 ) = % (mp)

and hence

(29 mp = (4 (% m))p = (2 m)) = 9 (% (mp)) = 919" (mp)
for all m € M.
(b) We compute

ny gy = e M2 (Mg ) = e (M2 (M )y = e (M2 (e )Y = e (m2i)(ng )y

=zt ((nany iy = ma 'y

and thus we obtain

(ningy ity = () (g i)y = map(ma Mgy = M (na ) = (e ) = ming

for all m € M. O

(5.5) Corollary. We let G be a group, M be a G-group and pu: M — G be a group homomorphism. Further-
more, we let A C G and B C M be generating subsets, that is, G = (A) and M = (B). If we have (*b)pu = *(bu)
and #b = b for all @ € A, b,c € B, then there exists a crossed module V with GpV = G, MpV = M and

w =g

Proof. We suppose given a € A and ¢ € B. Since M = (B) and (*b)p = ®(bu) and b = °b for all b € B,
the composites *(—) p and p®(—) coincide as maps on the generating subset B. Hence, they coincide as group
homomorphism on M = (B), that is, we have

(“m)u = *(mp) and ““m = “m for m € M.
But G = (A) and M = (B) then imply
(Im)p =9(mp) and "m ="m for all g € G,m,n € M
by lemma (5.4)(a) and (b), that is, there is a crossed module V with GpV = G, MpV = M and WV = . O

(5.6) Example. We let G := (a | a* = 1) =2 Cy and M := (b | b* = 1) = C4 be cyclic groups of order 4.

Since (a?)* = 1, there exists a group homomorphism p: M — G given on the generator b € M by bu := a>.

Moreover, M has a non-trivial group automorphism of order 2 sending b to the other element of M that has
order 4, namely b='. Thus M is a G-group via %b := b~!. We show that these data deliver a crossed module V
with module part MpV = M, group part GpV = G and structure morphism p" = x. Indeed, we have

(“O)p=b"p=(bp)~ = (a®) ' = a® = bp = (bp)

and
bup _ a®p a(ap) = a(bfl) _ (ab)q _ (bil)*l —p="p

In the following, we denote the isomorphy type of this crossed module by Cizzl.

(5.7) Notation. If V is a crossed module, then the module part Mp V' acts on the group part GpV by
mg := (mu")g and gm := g(mu") for all m € MpV, g € Gp V.

We get for example

(mg)y, — (mu")g,, _ mu" (9n) = ™(9n)
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and

gm = g(mu") =9(mu")g = ((Um)u")g = (“m)g

for myn € MpV, g € GpV. Also note that (mg)n = m(gn) for m,n € MpV, g€ Gp V.
Moreover, given another crossed module W and a morphism of crossed modules V' —5 W, we often write me
and gy instead of m(Mp ¢) and g(Gp ). Using this, we get

(mg)e = (mg)(Gpe) = ((mn")g)(Gpyp) = (mu")(Gp¢))(9(Gpy)) = (m(1" (Gp)))(9(Gpe))
= (m((Mp@)u"))(g9(Gpep)) = (m(Mp¢))u'" ) (9(Gp ¥)) = (m(Mp ¢))(9(Gpp)) = (mep)(g¢)
formeMpV,ge GpV.

§2 Categorical groups

We introduce the concept of an categorical group (cf. [16], [24]).
(5.8) Definition (categorical groups and their morphisms).
(a) A categorical group is a (small) category C, such that ObC and Mor C' are groups and such that the

C
multiplication maps m©?¢ on Ob C' and mM°*¢ on Mor C give a functor C' x C — C.

(b) We let C and D be categorical groups. A categorical group homomorphism is a functor C —5 D such
that Ob ¢ and Mor ¢ are group homomorphisms.

Composition of categorical group homomorphisms is given by the ordinary composition of functors.

(¢) The category of categorical groups consisting of categorical groups as objects and categorical group homo-
morphisms as morphisms will be denoted by cGrp.

Given categorical groups C and D and a categorical group homomorphism C' LN D, we often abbreviate
op = 0(0Ob ) for o € Ob C and myp := m(Mor ¢) for m € Mor C.

(5.9) Lemma. We let C be a categorical group.

(a) The source map s”: Mor C' — ObC, the target map t“: Mor C' — Ob C, the identity map e“: ObC —
Mor C and the composition map c¢“: Mor C , x, Mor C — Mor C of C are group homomorphisms.

(b) The maps arising from the neutral resp. inverse elements n°?¢ resp. i°“ in Ob C' and nM°" ¢ resp. iMor ¢
in Mor C yield functors C'*° i> C resp. C i) C.
Proof.
(a) Since C x C e, C' is a functor, we have
mMo €€ — (Morm©)s€ = s€%C(0bm€) = (s€ x s¢)mObC
and
mMer €€ = (Morm©)t€ = t€*C(0bmC) = (t€ x t€)mO>C
as well as
mO % = (Obm%)e’ = e“*“(Morm®) = (e¢ x e“)mMorC.
By considering the canonical isomorphism
a: (Mor C ; x, Mor C) x (MorC'  x, MorC) — (Mor C' x Mor C) , x, (Mor C' x Mor C),
we also have
Mor C, x ,Mor C' ,C

Mor@ s . mMor @) = o((Morm®) , x, (Morm®))c®

= ac?*“(Morm®) = (¢ x ¢%)(Morm?).

m = a(m

Thus s, t¢, ¢ and ¢© are group homomorphisms.
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ccording to (a), the structure maps s~ : MorC — , t7: MorC' — , e — Mor
b) Accordi h €: MorC — ObC, t¢: MorC — ObC, e“: ObC — MorC

and c®: Mor C , x, Mor C' — Mor C, which arise from the underlying category structure of C, are group
homomorphisms. Hence we have

X0
pMor CgC — (5C)x0,0bC _ (C*° 0bC

S )

X0
nMor th (tC)XOHObC tC nObC,
x0
nOb CeC' (eC)XOnObC eC IlMorC’

and

X0
(nMorC . nMorC)CC — nMorCtXSMorCCC _ ( C)XOnMorC _ CC nMorC

X c

b

that is, n© with Obn® := n°*¢ and Morn® := nM°* ¢ is a functor. Analogously we have

jMorCC _ (C{ObC

iMor th _ tCiOb C’

iOb CeC _ eCiMor C

and

(iMorC X iMorC)CC' _ iMorCtXSMorCCC _ CCiMorC’

hence i€ with Obi€ :=i°?¢ and Mori® := iM°rC ig a functor. O

(5.10) Corollary. The categories cGrp, GrpCat and CatGrp are isomorphic.

Proof.

(a) We begin by constructing an isofunctor

cGrp Grpear, GrpCat.

We let C' be a categorical group. Then Ob C and Mor C' are groups, that is, we have

(idg x m“)m% = (m¢ x idg)m?,
(n% x idg)m® = pry and (idg x n¢)m® = pr,,
(ide i) m® = *n% = (i% idg ) m“

for G € {ObC,Mor C}, cf. definition (1.26). Furthermore, by the definition of a categorical group (5.8),
we have a functor m“ given by Obm® = m°*¢ and Morm® = mM°* ¢, Additionally, lemma (5.9)(b)
tells us that there are functors n¢ and i, where Obn® = n°* ¢, Morn® = nMo*¢ Obi¢ = i°P¢ and
Mori¢ = iMor¢ This implies

(ide x m“)m® = (m% x idg)m®,
(n% x idg)m® = pr, and (ide x n9)m® = pr,,
(ide i) m% = *n% = (i ide ) m©,

that is, C together with the functors m®, n® and i® is a group object in Cat. Further, given categorical
groups C' and D and a categorical group homomorphism C —5 D, we have group homomorphisms Ob ¢
and Mor ¢. Hence

m°"C(Oby) = (Oby x Ob)m®"? and m™°" ¢ (Mor ) = (Mor ¢ x Mor ¢)mMer P,
But since m® and ¢ are functors, we already get

mp = (¢ x p)m”,
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that is, ¢ is a group homomorphism in Cat by proposition (1.29). Altogether, we obtain a functor

cGrp Grpcat, GrpCat

given on a categorical group C' by GrpCat(C) := C and on a categorical group homomorphism ¢ by
GrpCat(p) := .
Conversely, given a group object C' in Cat, we have functors m®, n® and i® such that

(ide x m“)m® = (m% x idg)m®,
(n% x ide)m® = pry and (ide x n%)m® = pry,
(ide i) m% = *n® = (i ide ) m©.

In particular, we have

(idobc x (Obm®))(Obm®) = ((Obm®) x idop ) (Obm®),
((Obn®) x idop ) (Obm®) = pr, and (idop ¢ x (Obn))(Obm®) = pr,
)

(idov e 0bi€) (Obm?) = *(Obn®) = (0bi® idoyc ) (Obm®)
and

(idyor ¢ X (Morm®))(Morm®) = ((Morm®) x idyter ¢)(Mor m®),
(Morn®) x idyer ¢)(Morm®) = pry and (idyer ¢ X (Morn®))(Morm®) = pr,
(idptor ¢ Mori€ ) (Morm®) = %(Morn®) = (Mori€ idyer ¢ ) (Morm®),
that is, Ob C' and Mor C are groups with m®?¢ := Obm®, n°?¢ := Obn?, i°®¢ := Obi® and mMr ¢ .=

Morm¢, nMer ¢ . ¢ iMorC.— Mori®. Hence the underlying category of C' together with the group

= Morn®,
structures on Ob C' and Mor C' and the functor m® is a categorical group. Moreover, given group objects

C and D in Cat and a group homomorphism C' s Din Cat, we have a functor ¢ such that

m%p = (¢ x p)m”.

Then in particular
m°C(Obg) = (Obm)(0Obp) = (Obp x Obp)(Obm?) = (Obp x Obp)m°>P
and
m™" ¢ (Mor ) = (Morm®)(Mor ¢) = (Mor ¢ x Mor ¢)(Morm”) = (Mor ¢ x Mor ¢)m™" 7,

that is, the maps Ob ¢ and Mor ¢ are group homomorphisms. Altogether, the functor GrpCat is invertible
with inverse

GrpCat <Cre, cGrp,

where cGrp is given on a group object C' in Cat by cGrp(C) := C and on a group homomorphism ¢ in
Cat by cGrp(p) := .

As above, we construct an isofunctor

cGrp SR, Cat Grp.

We suppose given a categorical group C. Then in particular C is a category such that ObC' and Mor C'
are groups. According to lemma (5.9)(a), the categorical structure maps s, t¢, e“ and c¢“ are group
homomorphisms. Now having a commutative diagram in Grp just means having a commutative diagram
in Set, where all maps are group homomorphisms. Therefore, the groups ObC and Mor C together
with the group homomorphisms s©, t¢, ¢, ¢© define a category object C' in Grp. Additionally, every
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categorical group homomorphism C' —25 D between categorical groups C' and D is a functor such that
Ob ¢ and Mor ¢ are group homomorphisms, that is, a functor in Grp. Thus we have a functor

cGrp %P, Gt Grp

given on a categorical group C' by CatGrp(C) := C and on a categorical group homomorphism ¢ by
CatGrp(p) := .
Let us conversely assume that we have a category object C' in Grp. Then C is in particular a category
object in Set, that is, an ordinary category. Since the structure maps s¢: MorC' — ObC, t¢: MorC —
ObC,e“: ObC — MorC and c®: MorC , x, Mor C' — Mor C are group homomorphisms, we have
mMorCsC — (5C x §C)mOPC = gCXCrpObC
InMorCtC _ (tC % tC)mObC — tCXCmObC,

mOPCeC = (€ x eC)ymMorC = (CXCyObC.

By considering the canonical isomorphism
a: (Mor C ¢ xs Mor C) x (MorC'  x, MorC) — (Mor C' x Mor C) , x4 (Mor C' x Mor C),

we also get

(mMorC X mMorC)CC — Cu,nM()rC’t><SM01FC’CC’ C C)mMorC _ CCmeMorC.

=ac” xc

Hence we have a functor m© defined by Obm® := m©®?¢ and Morm® := mM°*¢. Thus C is a categorical
group. Additionally, every functor C —= D in Grp between category objects C' and D in Grp is
an ordinary functor, where Oby and Mor ¢ are group homomorphisms, that is, a categorical group

homomorphism. Hence we have shown that CatGrp is an isofunctor with inverse

CatGrp <Gre, cGrp,

where cGrp is given on a category object C' in Grp by cGrp(C) := C and on a functor ¢ in Grp by
cGrp(p) := . O

(5.11) Convention. In the following, we will often identify cGrp, GrpCat and CatGrp along the isofunctors
given in corollary (5.10).

(5.12) Proposition. We let C be a categorical group.

(a) The composition in C' is given by

! ! “Im = n(nse)'m

(m,n)c = m(mte)”'n = m(nse)” n = n(mte)

for all composable morphisms m,n € Mor C.

(b) Every morphism m in C is an isomorphism. Its inverse is given by (mte)m~—!(mse).

(¢) We have [Kert,Kers] = 1.

Proof.

(a) We let m,n € Mor C be composable morphisms, that is, such that mt = ns holds. This condition implies

that it suffices to show the equality of the first and the second resp. of the first and the last term. But
since ¢ and e are group homomorphisms, we get

(m,n)c = (m-1,1-n)c = (m(le), (mte)(mte) 'n)c = (m, mte)c (le, (mte) *n)c = m(mte) 'n

and analogously

(m,n)c = (1-m,n-1)c = ((nse)(nse)'m,n(1le))c = (nse,n)c ((nse)"*m, le)c = n(nse) 'm.
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(b) We suppose given a morphism m € Mor C'. Since
((mte)m ™t (mse))s = (mt)(m~'s)(ms) = mt
and
((mte)m™t(mse))t = (mt)(m~1t)(ms) = ms,
the morphisms m and (mte)m~!(mse) are composable in both directions. With (a) we compute
(m, (mte)m ™t (mse))c = m(mte) " (mte)m ™' (mse) = mse
and

Im = mte,

((mte)m™*(mse), m)c = (mte)m ™' (mse)(mse) ™~
that is, (mte)m~=1(mse) is the inverse of m with respect to the composition c.

(c) We let m € Kert and n € Kers be given. Then we have mt = 1 = ns, that is, (m,n) is a pair of
composable morphisms in C. According to (a), it follows that

mn = m(mte) " 'n = n(mte)"n = nm.
Thus [m,n] = 1 and since m and n were chosen arbitrary we get [Kert,Kers] = {1}. O
(5.13) Corollary. The underlying category of a categorical group is a groupoid.
Proof. This follows from proposition (5.12)(b). O

(5.14) Lemma. We let O, M be groups and s: M — O, t: M — O be retractions with common coretraction
e: O — M. If [Kers,Kert] = {1}, then there exists a categorical group C with ObC := O, Mor C := M, and
categorical structure maps sC = s, t¢ = t, e“ =e.

Proof. For elements m,n € M with mt = ns we define their composite

(m,n)c := m(mte) 'n = m(nse) 'n.

Then ¢: M ,x9 M — M is a group homomorphism since
((m,n)(m’,n"))ec = (mm’,nn)c = (mm')((mm)te) ' (nn') = mm' (m'te) " (mte) " nn/
= m(m'(m'te) ") ((nse) "'n)n’ = m((nse) " tn)(m/(m'te) " )n’ = (m,n)c(m’,n')c

for all m,n,m’,n’ € M with mt = ns and m't = n’s. Now we have to verify that these data fulfill the category
axioms given in definition (1.24):

(STC) We have

'n)s = (ms)(nses) " *(ns) = (ms)(ns)"'(ns) = ms

(m,n)cs = (m(nse)”
and
(m,n)ct = (m(mte) " 'n)t = (mt)(mtet) " (nt) = (mt)(mt) " (nt) = nt
for all m,n € M with mt = ns.
(STI) The identities es = et = id¢g, are given by assumption.

(AC) The composition is associative since

(k, (m,n)c)e = (k, m(mte) 'n)c = k(kte) 'm(mte)"'n = k(mse) 'm(nse) *n = (k(mse) " m,n)c

= ((kym)e,n)e

for all k,m,n € M with kt = ms and mt = ns.
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(CI) We have
(mse, m)e = (mse)(mse) ~'m = m
and
(m, mte)c = m(mte) " (mte) = m
for m € M.

Thus C with ObC := O, Mor C := M and s¢ := s, t¢ :=t, e := ¢, ¢© := ¢ is a category object in Grp. [

(5.15) Lemma. We let C and D be categorical groups and we let ¢o: ObC — Ob D and ¢1: Mor C — Mor D
be group homomorphisms with p1s = spq, p1t = teg and ep; = pge. Then there exists a categorical group
homomorphism C' —= D with Ob ¢ = ¢y and Mor ¢ = 1.

Proof. Since ¢y and ¢; interchange with s, t and e, it suffices to show the compatibility with the composition
c. And indeed, proposition (5.12)(a) implies

(m,n)epr = (m(mte)~'n)e1 = (mp1)((mte) " 1) (ner) = (me1)(mtepr) ™ (ner)
= (mep1)(mtpoe) ™ (np1) = (me1)(merte) ™ (np1) = (me1, ney)e

for m,n € Mor C with mt = ns. O

(5.16) Lemma. We let C and D be categorical groups and we let C 5 D be a categorical group homomor-

phism such that Oby and Mor ¢ are group isomorphisms. Then ¢ is a categorical group isomorphism with
Ob(p~1) = (Oby)~! and Mor(¢p~1) = (Mor )~ 1.

Proof. Since Ob ¢ and Mor ¢ are group isomorphisms, their inverses 1y := (Ob¢)~! and 11 := (Mor¢)~! are
group homomorphisms, too. Furthermore, the fact that ¢ is a categorical group homomorphism implies

(Mor ¢)s = s(Ob ), (Mor ¢)t = t(Oby) and e(Mor ¢) = (Oby)e
and hence

118 = 9o, P1t = tehg and ey = Poe.

Due to lemma (5.15), there exists a categorical group homomorphism D N C with Ob ) = 1y and Mor ) = ;.
But then we have

(Ob)(Oby) = (Ob )i = (Ob)(Oby) ™! =idobc
and
(Mor ¢)(Mor 1)) = (Mor ¢)1hg = (Mor ¢)(Mor ¢) ™! = idmer o5

that is, o1 = id¢c, and analogously 1 = idp. Thus ¢ is invertible with inverse =1 = 1. O

§3 The equivalence of crossed modules and categorical groups
Our aim is to show that the categories CrMod and cGrp are equivalent (cf. [16]).

(5.17) Convention. Given a crossed module V', the semidirect product Mp V' x Gp V is formed using the ation
of GpV on MpV the crossed module provides. Hence we have (m,g)(m/,g") = (m9m’, gg’) and (m,g)~! =

(9 (m=1),g7") for (m,g),(m’,g') € MpV x GpV. The identity in MpV x GpV is given by (1, 1).
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(5.18) Remark. For every crossed module V' we have a categorical group C, in which the objects and mor-
phisms are given by

ObC :=GpV and MorC :=MpV x GpV,
source object, target object and identity morphisms are given by

(m, g)s :=mg and (m, g)t := g for (m,g) € Mor C and ge := (1,g) for g € ObC,

the group of composable morphisms is {((mz, m1g), (m1,g)) € MorC x Mor C | my,mz € MpV, g € GpV} and
the composition in C' is given by

((m2,m1g), (m1,g))c := (mam1, g) for my,mo € MpV,g € GpV.

Proof. Since ObC = GpV and MorC = MpV x Gp V' are groups, we begin the proof by showing that s, t and
e are group homomorphisms. We have

((m,g),(m',g'))s = (mm’,gg')s = mIm’gg" = mgm’g’ = (m,g)s(m’, g')s
and

((m,g), (m', g")t = (m?m/, gg")t = gg" = (m, g)t(m’, ")t
for (m,g),(m’,g') € Mor C as well as

(99')e = (1,99") = (1,9)(1,9') = (ge)(g'e)
for g,g' € Ob C. The group of composable morphisms can be computed as follows.

Mor C'  x, Mor C = {((ma2, g2), (m1,g91)) € Mor C x Mor C | (mg, g2)t = (m1,¢1)s}
= {((m2, g2), (m1, 1)) € MorC' x Mor C | g2 = m1g1}
= {((mz2,m191), (m1,91)) € MorC x MorC | my,ma € MpV, g1 € GpV'}.

Thus c is a group homomorphism since

(((mg,ma1g), (m1, 9))((ms, m1g"), (mh, g")))ec = (((ma2, m1g)(my, mig"), (m1,9)(my,g")))c
= ((ma2™9my, migmyg’), (m19my, gg’))c = ((ma™*¥my, my Imigg’), (m19mi, gg'))c
= (m2 ™Imbyms Imy, gg') = (mamq ImsImy, gg') = (mamy ?(m5Hmt), gg')

(m2m17 )(m2m179 ) - (((m27m19)7 (mhg))c)(((m/%m/lg )7 (m1> ))C)

for all my, mo, mi,mh € MpV, g,¢' € GpV.
At last, we have to show that C satisfies the axioms for a category object given in definition (1.24).

(STI) We have
ges = (1,g9)s = g and get = (1,9)t = g for g € ObC,
that is, s and t are retractions with common coretraction e.
(STC) Given a pair of composable morphisms ((mg, m1g), (m1,g)) in C, we have
((m2,m1g), (m1, g))cs = (mamy, g)s = mamig = (m2, m1g)s
and
((m2,m1g), (m1, g))ct = (mama, g)t = g = (my, g)t.
(AC) We have

((m3, mamag), ((mz2,m1g), (m1, g))c)e = ((ms, mamag), (mama, g))c = (mamams, g)

= ((mama, m1g), (m1,g))c = (((m3, mam1g), (ma, m1g))c, (m1, g))c

for my,mo,m3 € MpV, g € GpV, that is, the composition in C' is associative.
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(CI) We get

((m, g)se, (m, g))c = (mge, (m, g))c = ((1,mg), (m, g))c = (m, g),

and

((m, g), (m, g)te)c = ((m, 9), ge)c = ((m, g),(1,9))c = (m,g)
for (m,g) € Mor C.
Thus C' is a category object in Grp. O

(5.19) Definition (associated categorical group). We let V' be a crossed module. The categorical group C
given as in remark (5.18) by

ObC :=GpV and MorC :=MpV x GpV,

(m, g)s :=mg and (m, g)t := g for (m,g) € Mor C,

ge :=(1,g) for all g € ObC and

((m2,m1g), (m1,g))c := (mam1, g) for mi,ma € MpV, g € GpV,
will be called the associated categorical group to V and will be denoted by cGrp(V) := C.
(5.20) Proposition.

(a) Welet V and W be crossed modules. Given a morphism of crossed modules V' —2+ W, we have an induced
morphism

cGrp(V) <re(e), cGrp(W)

given on the objects by Ob cGrp(p) := Gp ¢ and on the morphisms by Mor cGrp(y¢) := (Mp¢) x (Gp ¢),
where (m, g)(Mp ) x (Gpp)) := (mep, gp) for (m,g) € Mor cGrp(V).

(b) The construction in (a) yields a functor
CrMod <, cGrp.

Proof.
(a) We have

((m, g)(m’, g ))(Mp ) x (Gp)) = (mIm’, gg")(Mp ) x (Gpy)) = ((mm")p, (99")¢)

(m

= ((me)((*m") ), (99)(g'9)) = ((myp) 92 (m' @), (9¢)(g'¥))
= (mp, gp)(m'¢, g’ ¢)

= (m, g)(Mp @) x (Gp))(m’, ') (Mp ) x (Gp¢))

for (m,g),(m',¢’) € MorcGrp(V) = MpV x GpV, that is, the map (Mp¢) x (Gp¢): Mor cGrp(V) —
Mor cGrp(W) is a group homomorphism.

Thus we have to show that the group homomorphisms Gp ¢ and (Mp ¢) x (Gp ¢) are compatible with s,
t and e. Indeed, we obtain

(m, g)(Mp @) x (Gpyp))s = (mp, gp)s = (mp)(gp) = (mg)y = (m, g)s(Gp »)
and

(m, 9)(Mp ) x (Gp )t = (mp, gp)t = gp = (m, g)t(Gp )
as well as

(ge)(Mpyp)x (Gpe)) = (1,9)(Mp p) x (Gpe)) = (1,9¢) = g(Gp p)e
formeMpV,ge GpV.
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(b) Welet V, W, X be crossed modules and we let V 25 W and W % X be morphisms of crossed modules.
Then we have

(m, 9)(Mp @) x (Gp ¢))(Mp ) x (Gpe))) = (mep, go)(Mpy)) x (Gpv))) = (mey, gpib)
= (m, 9)(Mp(p)) x (Gp(py)))

and
(m,g)(Mpidy) » (Gpidy)) = (midv, gidy) = (m, g)
for (m, g) € Mor cGrp(V'). Thus
(Mp ) (Gp))(Mpy) x (Gp)) = (Mp(py)) x (Gp(pt))
and
(Mpidy) x (Gpidy) = idup vacp v

Because the validity of the functor axioms on the objects follows since Gp(¢9) = (Gp¢)(Gp®) and
Gpidy = idgpv, we have a functor

CrMod =2, cGrp. O

(5.21) Example. We consider the crossed module V = Ci:;l introduced in example (5.6). Recall that it
has group part GpV = (a | a* = 1), module part MpV = (b | b* = 1), structure morphism u": MpV —
GpV, b+ a? and action @b = b~1. Its associated categorical group has the group of objects (a) and the group
of morphisms (b) x {a). The source object morphism is given by

(b,1)s = a® and (1,a)s = a,

while the target object morphism is given by
(b,1)t =1 and (1,a)t = a.

The identity morphism of a is given by
ae = (1,a).

(5.22) Remark. For every categorical group C there is a crossed module V' with group part and module part
given by

GpV :=0b(C and MpV :=Kert,

structure morphism p" := s|ker ¢, where the action of the group part on the module part is given by °m := °°

foroe GpV, m e MpV.

m

Proof. Since Mor C' is a group and s is a group homomorphism, the kernel Ker t is a group and s|kert is a group
homomorphism, too, and since the conjugation turns M into an M-group and e is a group homomorphism, we
have a well defined (Ob C)-group action on Kert. It remains to show (CM1) and (CM2).

(CM1) We have
(°°m)s = °°*(ms) = ?(ms)
for o € ObC and all m € Mor C, and hence in particular
(“m)(slkert) = *(m(s|kert))

for o € ObC, m € Kert.
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(CM2) Since (n~1(nse))s = (n71s)(ns) = 1, we have (n"!(nse)) € Kers for all n € MorC. Hence proposition
~1

(5.12)(c) implies (n~!(nse))m = m(n~t(nse)) for all m € Kert, n € MorC, whence (nse)m(nse)~! =

nmn~!, and therefore

nslkere)y = Sy = "¢ — (pse)m(nse) L = nmn ! = "m

for all m,n € Kert.

Altogether, there is a well-defined crossed module V with GpV = ObC, MpV = Kert, ¥ = s|kert and
operation °m = °°m for o € GpV, m € Mp V. O

(5.23) Definition (associated crossed module). We let C be a categorical group. The crossed module V' with
group part and module part given as in remark (5.22) by

GpV :=0bC and MpV :=Kert,

structure morphism WY := s|ker ¢ and action °m := °®m for all 0 € GpV, m € MpV, is called the associated
crossed module to C and will be denoted by CrMod(C) := V.

(5.24) Proposition.

(a) We let C, D be categorical groups. If C ~“s Disa categorical group homomorphism, then we have an
induced morphism of crossed modules

CrMod (¢
(#)

CrMod(C') CrMod(D)

given on the group part by GpCrMod(¢) := Obp and given on the module part by Mp CrMod(p) :=
(MOI' )|MpCrMod(D)
¥ Mp CrMod(C) *
(b) The construction in (a) yields a functor

CrMod

cGrp —— CrMod.

Proof.

(a) Since the categorical group homomorphism ¢ is in particular a functor, we have s¢(Obp) = (Mor ¢)s”
and t€(Ob ¢) = (Mor ¢)t”. Hence we have

m(Mor go)\MpCrMod(c)tD = m(Mor @)t = mt®(Ob ) = 1(Oby) = 1
for all m € Mp CrMod(C) = Kert® and therefore Im(Mor ¢)|mp crmoa(c) € Ker t” = Mp CrMod(D). Addi-
tionally, we get a commutative diagram

CrMod(C')

Kert¢® ————> 0Ob(C

D
(Mor )| l low
CrMod(D)
Kert? ———= ObD

because

rMo: er Mp CrMod (D Mo
pHUE) (O ) = 5 ger 10 (Ob ) = (Mor p)[er o8P [icer i = (Mor o) [yP ries () ucetoa (),

Finally, we have

(°m) (Mor @) \E omyeat o) = (“m) (Mor ) = 1) (1m(Mor ) = *(©P#)¢ (m(Mor ¢))

o M oiod(C
_ (Ob¢)(m(MOr¢)|Mggrﬁozgc)))

for all o € GpCrMod(C), m € MpCrMod(C). Since Obp and (Mor <p)|ﬁgg$2§§g)) are group homomor-

phisms, we have a morphism of crossed modules CrMod(yp) with group part GpCrMod(¢) = Ob ¢ and

module part Mp CrMod(p) = (Mor @)\ﬁi gﬁ::gg))
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(b) We let C, D, E be categorical groups and C - D, D B categorical group homomorphisms. Then
we have

Gp Crthod(io1) = OD(p) = (OD )(Ob t) = (Gp Crthod () (Gp Crthod (1))

and

Mp Crdod (1) = (Mor(th)) [yih csea(c) = ((Mor ) (Mor ¢)) 3P it

= (Mor ) [ oryeatc) (Mor ) 12 et ) = (Mp CrMod(p)) (Mp Cxod(1))

as well as

Gp CrMod(idc) = Obide = idob ¢ = idgp crmoea(c)
and

Mp Crlod(ide) = (Moride) yh cryeatc) = (idntor €)I\ih crmea(c) = idvip ortoa(c):
that is, CrMod () = CrMod(y)CrMod(¢) and CrMod(idc) = idermoa(c)- O

(5.25) Theorem (Brown-Spencer theorem). The category CrMod of crossed modules and the category cGrp
of categorical groups are equivalent.

Proof. We show that the functors

CrMod

CrMod =%, cGrp and cGrp —— CrMod

are equivalences of categories, mutually inverse up to isomorphy.
First, we let V€ Ob CrMod be a crossed module. Then we obtain

Gp CrMod(cGrp(V)) = ObcGrp(V) = GpV
and

Mp CrMod(cGrp(V)) = Kert = {(m, g) € Mor cGrp(V) | (m,g)t =1}
={(m,g) e MpV xGpV |g=1}=MpV x {1}.

Furthermore, the structure morphism of CrMod(cGrp(V)) is given by
(1, DEHASBW) — (11, 1)l icers = (m, 1)s = mps?

for (m,1) € MpCrMod(cGrp(V)). The action of Gp CrMod(cGrp(V)) is given by
9(m,1) =°(m,1) = (1,9)(m,1)(1,g7") = (¥m, 1)

for ¢ € GpCrMod(cGrp(V)), (m,1) € MpCrMod(cGrp(V)). Additionally, given a crossed module W and a
morphism of crossed modules V -2+ W, we have

Gp CrMod(cGrp(p)) = ObcGrp(p) = Gp e
and

Mp CrMod(cGrp(p)) = (Mor cGrp()) |\ caeacannvr ) = (Mp ) x (Gp @) by} = (Mp ) x {1}
Thus we have

CrMod o cGrp = idcrMod-

Conversely, we let C be a categorical group. The categorical group associated to the crossed module that is
associated to C has objects

Ob cGrp(CrMod(C)) = Gp CrMod(C) = ObC
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and morphisms
Mor cGrp(CrMod(C)) = (Mp CrMod(C)) x (Gp(CrMod(C))) = (Kert) x (Ob ().
The source object and the target object of a morphism (m, 0) € Mor cGrp(CrMod(C)) are given by

(m’ O)S _ mp’CrMod(C)

0 =ms|kert0 = (Ms)o

and
(m,0)t = o,

while the identity of an object 0o € Ob cGrp(CrMod(C)) has the form
oe = (1,0).

We define maps Obac: ObC — Ob cGrp(CrMod(C)) and Mor av: Mor C' — Mor cGrp(CrMod(C)) by setting
Ob ac = idop ¢ and m(Mor a¢) := (m(mte)~t, mt) for all m € Mor C, which is well-defined since

(m(mte) Mt = (mt)(mtet) ™ = (mt)(mt) "' = 1.

Then Ob a¢ is a group homomorphism and we have

(
m(mte) ™t ™ (n(nte)"h), (mt)(nt))
(mte) " (mte)n(nte) " (mte) L, (mt)(nt)) = (mn((mn)te) ™!, (mn)t)

for m,n € Mor C, that is, Mor a¢ is a group homomorphism, too. To prove that Ob ac and Mor a¢ yield a
categorical group homomorphism

C 2% cGrp(CrMod(C))
it remains to show the compatibility with s, t and e. Indeed, we have

m(Mor ac)s = (m(mte) ™!, mt)s = (m(mte) Hs(mt) = (ms)(mtes) ' (mt) = (ms)(mt) "' (mt) = ms
= ms(Ob ac).

and
m(Mor ac)t = (m(mte) ™, mt)t = mt = mt(Ob ac)
for m € Mor C as well as
oe(Mor ac) = ((oe)(oete) ™, oet) = ((0e)(0e) ™1, 0) = (1,0) = oe = o(Obac)e

for o € ObC, that is, (Morac)s = s(Obacg), (Morac)t = t(Obac) and e(Morac) = (Obac)e. Given a
categorical group D and a categorical group homomorphism C —25 D, we obtain

(Ob ) (ODb cGrp(CrMod(y))) = idob o (Gp CrMod(p)) = Obg = (Obp)ido, p = (Ob)(Obap)
and

m(Mor ac)(Mor cGrp(CrMod(¢))) = (m(mte) ™", mt)((Mp CrMod(¢)) x (Gp CrMod(¢)))

(mte)™")(Mp CrMod(y)), (mt)(Gp CrMod(yp)))
m(mte) ") (Mor @) [\f coredt ) mt (Ob )
(mte) ™)
( (

Mp CrMod(C)’
mte) ™) (Mor ), mt(Ob ¢))

m(Mor ))((m(Mor ¢))te) ™, m(Mor ¢)t) = m(Mor ¢)(Mor ap)



§3. THE EQUIVALENCE OF CROSSED MODULES AND CATEGORICAL GROUPS 107

for m € Mor C. Hence the diagram

C —25 cGrp(CrMod(C))
«ol chrp(CrMod(g)))
D —*25 cGrp(CrMod(D))
commutes and we have a natural transformation

idegrp AN cGrp o CrMod.

To show that cGrp o CrMod £ idcgrp, it remains to show that each categorical group homomorphism C 2,
cGrp(CrMod(C)) is an isomorphism. Thereto, we define categorical group homomorphisms

cGrp(CrMod(C)) LENYS

by setting Ob B¢ := idon ¢ and (m, 0)(Mor S¢) := m(oe) for all (m,0) € Mor cGrp(CrMod(C)), C € ObcGrp.
Then Ob Bc = (Obac)™! and

m(Mor ac)(Mor Bc) = (m(mte) ™!, mt)(Mor Bc) = m(mte) ! (mte) =m
for all m € Mor C' and

(m, 0)(Mor ) (Mor ae) = (m(oe))(Mor ac) = ((m(oe))((m(oe))te) ™, (m(oe))t)
= (m(oe)((mte)(oete)) ™, (mt)(oet)) = (m(oe)(oe) ™, 0) = (m,0)

for all (m, o) € Mor cGrp(CrMod(C)), that is, Mor fc = (Mor ac)~!. Hence each ac is invertible with inverse
B¢, that is, « is a natural isotransformation and we obtain

cGrp o CrMod = idcgrp-

Thus the functors cGrp and CrMod are category equivalences between CrMod and cGrp, mutually inverse up
to isomorphy. O
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Chapter VI

Homology of crossed modules

In this last chapter we associate to a crossed module a simplicial group, its coskeleton. This construction
proceeds by associating to the given crossed module its category object in Grp via Brown-Spencer and then
applying the nerve functor to that category object. We start by studying this nerve functor and construct its
left adjoint, which will give us later a left adjoint for the coskeleton, again via Brown-Spencer. At the end,
the (co)homology groups of a crossed module will be defined as the (co)homology groups for its coskeleton,
using the definition for simplicial groups as in (4.34). Moreover, we consider the Jardine spectral sequences of
a crossed module and compute some examples.

§1 Fundamental groupoid and categorical nerve
(6.1) Definition (categorical nerve of a categorical group). The categorical nerve functor

cGrp Noae, sGrp

is defined as the composition of the isofunctor cGrp LatGrp, CatGrp with the nerve functor of CatGrp. (1)

Nca
cGrp —=*s> sGrp

CatGrp l /
N

CatGrp

(6.2) Definition. The full subcategory of sGrp with objects G that fulfill M,,G = 1 for n > 2, will be denoted
by sGrp; g

In the following, we use the morphisms v .o and t; as defined in (1.30).

(6.3) Proposition. We let C be a categorical group.
(a) The categorical nerve NgatC of C' is given by (NgatC)n = (Mor C)s*s™ for all n € Ny and

t ifm=0
(NcatC)o = { 06 nm ’}

(CL(’i+1)9,iaj)ie lm—1,0) ifm>0

for a morphism 6 € A ([m], [n]). The faces di: (NcatC)n — (NcatC)n—1 are given by

(prj)jel_n—l,lj if k= 0,
di = S (Prj)je(n—1k41) Y (€ g1 1)) U (Pr))jeh—20) if k€ [Lin—1],
(Pr;)je|n—2.0) ifk=n

. N " . GrpC:
I Analogously, the groupical nerve functor cGrp —STP, sCat can be defined as the composition of the isofunctor cGrp Tprar

GrpCat with the nerve functor from GrpCat to sCat.

109
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for all k € [0,n], n € N, n > 2, resp.

4 = S %fk;zO,
t ifk=1

for n = 1. The degeneracies sy : (NcatC)n — (NoatC)ni1 are given by
sk = (Prj)jeln-1,k) U (tx€) U (PT;)jek-1,0)
for all k € [0,n], n € No.

(b) The Moore complex of NgatC' is given by

ObC for n =0,
M, NcatC = < (Kert)*! forn =1,
{1} for n > 2,
while the differential morphism M;NgatC i> MoNegatC' is given by
(m)d = ms for all (m) € MiN¢atC.
In particular, Ncat takes values in sGrp ;).
Proof.
(a) This follows from definition (1.32) and proposition (1.33).
(b) We have
MoNcgatC = (NcatC)o = (Mor C):*:% = ObC
and

M;NcatC = Kerd; = {(mo) € (NeasC)1 | (mo)ds = 1} = {(mg) € (Mor C)+*<" 1| (mgt) = 1}
= (Kert)*h

For n > 2, we suppose given an element (mi)iqn,l’(” € M, NcatC. Then we have
1= (mi)ieLn—l,OJ dp = (mi)iel_n—Q,OJ
and
1= (mi)iein—1,0/d1 = (Mn_1,...,mz, (m1,mo)c) = (My_1,..., M2, my(mese) tmo),

cf. proposition (5.12)(a). For n > 3, we see directly from the second equation that m,_; = 1; for n = 2
we have

1 =my(mese) tmg = my(1se) 1 =my = m,_;.
Thus we have (m;);e|n—1,0) = 1 in each case and hence M,,NcatC = {1} for n > 2.
The differential morphism M;NgasC' —2 MoNgasC' is given by

(m)d = (m)dg = ms for (m) € MiN¢atC. =

(6.4) Example. We suppose given a categorical group C. An element of (NgatC)3z = (Mor C) x4 (Mor C'), X
(Mor () is a tuple (mg, m1,mg) € (MorC) x (MorC') x (MorC) such that mat = mys and mt = mgs. We
write og := mgt, 01 := mqt, 09 := Mot and o3 := mas.

mao mq mo
03 02 01 00
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Its images under the faces are given by

ma, my,mo)do = (M2, m1),
)di =

)

)

(
(ma, (m1,mp)c) = (ma, mi(01e)~'my),
dy = ((mg, m1)c,mg) = (ma(oze) tmy, mo),
ma,mi,mg)ds = (

(m27 mi,mo
(ma2, m1,mg
( mi, mo),

its images under the degeneracies by

50 = (m2, ™My, Mo, 0p€),

( )
(mz, my, mo)Sl
( )
( )

—~ ~ —~

ma, M1, M0)S2

)
ma,mi, 01€, mo),
Mg, 02€, M1, M),

)-

83 = (03€,M2,M1, Mo

We suppose [4] — [3] to be given by 00 := 0, 10 := 0, 20 := 2, 30 := 2, 40 := 3, and [0] -2 [3] to be given by
0p := 2. Then we have

(ma, m1,mo)(NeasC)g = (o, 0ze, (m1, mg)c, ope) = (ma, ose, m1(o1e)~tmyg, oge)
and

(m2,m1,mo)(NcatC), = 02.
We want to construct a left adjoint for the categorical nerve Ngat (cf. [4]).

(6.5) Remark. For every simplicial group G there exists a categorical group FG with group of objects ObFG =
Gy, group of morphisms Mor FG = G;1/B1MG and where the categorical structure maps s, t and e are induced
by dg, d; and s; respectively:

s: MorFG — ObFG,nglMGHgldo,
t: MorFG — Ob FG791B1MG — 91d17
e: ObFG — Mor FG, go — (goSO)BlMG.

Proof. According to lemma (4.4), BiMG is a normal subgroup of G; and so G1/B1MG is a well-defined group.
Since BIMG C ZiMG = (Kerdy) N (Kerd;), we obtain induced group homomorphisms s: G;/B;MG —
Go,nglMG — gldo and t: Gl/BlMG — Go,nglMG — g1d1- We define e: Gog — Gl/BlMG,go —
(goso)B1MG. As composition of sy and the canonical epimorphism Gi — G1/B1MG, this is obviously a
group homomorphism with

goes = (gosoB1MG)s = gosodo = go
and
goet = (gosoBi1MG)t = gosodi = go

for every go € Go. Thus s and t are retractions with common coretraction e. Since [Ker dg, Kerd;] € B;MG by
lemma (4.7), we have [Kers,Kert] = {1}, and lemma (5.14) implies that C is a category object in Grp with
ObC = Gy, Mor C = G1/B1MG and s, t, e defined as above. O

(6.6) Definition (fundamental groupoid). We let G be a simplicial group. The categorical group FG given as
in remark (6.5) with objects ObFG = Gy, morphisms Mor FG = G1/B1MG and categorical structure maps

S: MOI‘FG—)ObFG,nglMGl—)gldQ,
t: MorFG — ObFG, g:B1MG — ¢1d;,
e: ObFG — MorFG, go — (goso)B1MG,

is called the fundamental groupoid of G.
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(6.7) Proposition.

(a) If G and H are simplicial groups and G —5 H is a simplicial group homomorphism, then we have an
induced categorical group homomorphism

FG ~% FH
on the fundamental groupoids given on the objects by ObF¢ = ¢y and on the morphisms by

MorFy: MorFG — MorFH, g;B1MG +— (g1¢1)B1MH.
(b) The construction in (a) yields a functor
F
sGrp — cGrp.
Proof.
(a) For every g» € M2G we have
92001 = g20(Mi1) = g2(M2)0 € BiMH.

This implies BiMG C Ker ¢, where v denotes the canonical epimorphism H; — H;/B;MH, and thus
we get a well-defined group homomorphism

?1: MorFG — MorFH, :B1MG — (g11)B1MH.
Now we get
(91B1MG)spg = gidowo = gi1p1do = ((9191)B1MH)s = (¢1B1MG)prs
and
(1B1MG)tpg = g1dipo = gip1di = ((9191)BiMH)t = (¢1B1MG)pit
for g1 € G as well as
9oeP1 = ((90s0)BIMG)P1 = (gosop1)BiMH = (gooso)BIMH = (goyo)e
for go € Gy. Thus we get a categorical group homomorphism F¢ with ObFp = ¢¢ and Mor Fy = @7.

(b) We let G, H, K be simplicial groups and G ~“sH,H s K be simplicial group homomorphisms. Then
we compute

(91B1MG)(Mor F(pv))) = (g19191)BiMK = ((g151)B1MH)(Mor F1))
= (¢1B1MG)(Mor Fy)(Mor Fv))

and
(¢1B1MG)(Mor F(idg)) = (g1id¢)B1MG = ¢:B1MG

for all g; € G1. Hence we have Mor F(¢1)) = (Mor Fy)(Mor F) and Mor F(idg) = idMmorr. Since
ObF (1) = ()0 = potho = (ObFp)(ObFv)

and
ObF(idg) = (idg)o = idg, = idobFa,

this implies that F is a functor from the category of simplicial groups to the category of categorical
groups. O
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(6.8) Remark.
(a) We let C and D be categorical groups and C —“5 D be a categorical group homomorphism.

(i) The fundamental groupoid of the categorical nerve of C has objects ObFNgatC = Ob C and mor-
phisms Mor FNgatC' = (Mor C')*! /{1}. The categorical structure maps are given by

s: MorFNgatC — ObFNgatC, (m){1} — ms,

t: MorFNgatC — ObFNgatC, (m){1} — mt,

e: ObFNgatC — MorFNegatC, 0 — (0e){1},

¢: MorFNgatC) g Mor FNgatC) — Mor FNeat C, (m){1}, (n){1}) — ((m,n)c){1}.

(ii) The categorical group homomorphism FNgat induced by ¢ is given on the objects by Ob FNgatp =
Ob ¢ and on the morphisms by ((m){1})(FNcaty) = (me){1} for all m € Mor C.

(b) We let G and H be simplicial groups and G 5 H be a simplicial group homomorphism.

(i) The group of n-simplices in the categorical nerve of the fundamental groupoid of G is
(NcatFG)y = {(91,iBiMG)ic|n-1,0) | 91,i+1d1 = g1,:do for all i € [n —2,0]}

for every n € Ny. The faces and degeneracies of Ngat FG are given by

91,i+1B1MG ifie|n—2k|,
((gl,jBlMG)jeLn—LOJdk)i = (91’k(giid180)g17k71)B1MG ifi=k-—1,
91.:BIMG ifie|k—20]

fori € [n—2,0], (g1,;BiMG)jcin-1,0] € NcatFG)n, k€ [0,n], n € N, n> 2, and

g1 1BIMG if i€ [nk+1],
g1,xd180B1MG ifi=kkel0,n—1],
grr1dosoBIMG  if i = k. k € [1,n),
91.:B1MG if i € [k —1,0]

((91,;B1MG)je|n-1,08K)i =

for i € [n,0], (91,;BiMG)jc|n-1,0] € (NcatFG)n, k € [0,n], n € N. The faces do: (NcatFG)1 —
(NCatFG)O and dj: (NCatFG)l — (NcatFG)(] are given by

(nglMG)dQ = gld() and (nglMG)dl = g1d1
for (1B1MG) € (NcatFG)1, while the degeneracy sg: (NcatFG)o — (NcatFG)1 is given by
goso = gosoB1MG

for go € (NCatFG)O'

(ii) The simplicial group homomorphism NgatF induced by ¢ is given by (NecatFp)o = ¢o and

(91, BiMG)icn-1,0)(NcatFp)n = ((91,i01)BIMH )ic|n—1,0]

fOI‘ (gl,iBlMG)iE\_n—l,OJ - (NCatFG)na n e N
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Proof.
(a) (i) According to proposition (6.3), the Moore complex of the categorical nerve Nt C is given by
M(NgatC) = (... — {1} — (Kert)*! -2 Ob 0),
with (m)d = ms|kert for all m € Kert. Hence the fundamental groupoid FNgatC' has objects
ObFNgatC = (NcatC)o = ObC
and morphisms
Mor FNgatC = (NgatC)1/BiMNeatC = (Mor C) %! /{1}.
The categorical structure maps are given by
(m){1})s = (m)do = ms and (m{1})t = (m)d; = mt
for m € Mor C as well as
oe = osyg = (oe){1}
for o € Ob C and
(m){1}, () {1})c = ((m)((m)diso) ™ (M){1} = (m)((mt)so) ™ (m)){1} = ((m)(mte) ™ (n)){1}
= (m(mte)"'n){1} = ((m,n)c){1}

for m,n € Mor C' with mt = ns.
(ii) We have ObFNgaty = (Neatw)o = Ob ¢ and

((m){1})(FNgat¥) = ((m)(Ncatp)) {1} = (mp){1} for all m € Mor C.
(b) (i) The group of n-simplices of NoatFG is given by
(NcatFG), = (Mor FG): =" = (G1/B1MG)+*+" for all n € Ny.

The faces di: (NcatFG)n — (NcatFG),—1 are given by

91,i+1B1MG ifie|n—2k,
((gl,jBlMG)jeLnfLOJdk)i = (gl,kB1MG, gl,klelMG)C ifi=k-—1,
gl’iBlMG ifi e U{/’ — 2,0J
91,i+1B1MG, ifie|n—2k|,
= (ngBlMG)(glﬁkBlMG)_1te(glﬁk,1B1MG) ifi=k— 1,
91,:Bi1MG ifie [k—2,0]
91,i+1B1MG ifie|n—2k|,
= (91,k(giid180)g1,k71)B1MG ifi=k—1,
91.:BIMG ifie|k—2,0]

for i € [n—2,0], (91,;BiMG)jcin-1,0] € NcatFG),, k € [0,n], n € N, n > 2, resp.
(1B1MG)dy = (91B1MG)s = g1dg and (g1B1MG)d; = (91B1MG)t = g1dy

for (g1B1MQG) € (NgatFG):. Similarly, the degeneracies sg: (NcatFG), — (NeatFG)nt1 are given
by

g1,i-1B1MG ifie|nk+1],
(91,:B1MG)te ifi=kkel0,n—1],
(91.6—1B1MG)se ifi=k k€ [1,n],
91.:BIMG ifi e |k—1,0],

((gl,jBlMG)jeLn—LoJSk)i =
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g1.i-1BIMG if i € [nk+1],
91,6d1850B1MG ifi=kkel0,n-—1],
91, k—1dosoB1MG  if i =k, k € [1,n],
91.:B1MG if i € |k—1,0]

for i € [n,0], (91,;BiMG) c|n-1,0] € NcatFG)n, k € [0,n], n € N, resp.
goso = goe = gosoB1MG
for go € (NcatFG)o.
(ii) For (91,:BiMG)ic|n-1,0] € (NcatFG)n, n € N, we have
(91,:BiMG)ic|n-1,0)(NcatFo)n = (91,iB1MG)ic|n—1,0] (Mor Fp)*"
= ((91,:B1MG)(Fp))ic|n-1,0) = ((91,601)B1MH )ic|n-1,0/
and for gy € (NcatFG)o, we have
90(NcatFp)o = go(Mor Fp):** = go(Fp) = gowo,
cf. definition (1.30). O
(6.9) Proposition. The functor sGrp N cGrp is left adjoint to cGrp Noae, sGrp, and we have
F 0 NGat & idecrp.

Proof. We let C,D € ObcGrp be categorical groups and C' -2+ D be a categorical group homomorphism.
According to remark (6.8)(a) we have ObFNgatC = ObC and Mor FNgatC = (Mor C)*!/{1}, while the
categorical structure maps are given by

s: MorFNgatC' — ObFNgatC, (m){1} — ms,

t: MorFNgatC — ObFNgatC, (m){1} — mt,

e: ObFNgatC — MorFNgat C, 0 — (0e){1},

¢: (MorFNgatC) X (Mor FNgatC) — Mor FNgatC, (m){1}, (n){1}) — ((m,n)c){1}.

Further, the categorical group homomorphism FN¢atp induced by ¢ is given on the objects by ObFNgatp =
Ob ¢ and on the morphisms by ((m){1})(FNgatp) = (me){1} for all m € Mor C. Thus we obtain

Fo NCat = ichrrp
by the natural isotransformation
n._ .
FNCat — 1chrp7

which is defined by Obne := idon ¢ and Mor ne: Mor FNgatC — Mor C, (m){1} — m at a categorical group
C € ObcGrp.
To show F' 4 Ngat, we construct the unit idsgrp —5 Ncat 0 F. Thereto, we let G be a simplicial group. Since

(gndLn,OJ/\i+2/\i+1BlMG)t = gndLn,OJ nitenit1dr = gnd[n,OJ/\i+1 = gndm,oj/\iﬂmdo
= (gnd|n,0)ni+12iB1MG)s

for i € [n —1,0], gn € Gy, we have a well-defined map (e¢)n: G — (Ncat FG), given by

n(zc) 90 if n=20,
n\EG)n ‘= .
(9nd[n,0jni+17iBIMG)ic|n_1,0] ifn >0

for g, € G,, which is a group homomorphism for every n € Ny because all faces in G and the canonical
epimorphism G7; — G1/B1MG are group homomorphisms.
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We want to show that G =% Ncat FG is even a simplicial group homomorphism. Thereto, we have to show the
commutativity of the diagrams

Gn & anl

(EG)"L\L \L(Ec)nl

dg
(NCatFG)n — (NCat FG)n— 1

for k € [0,n], n € N, and

Sk
Gpi1<=———Gy

(8G)n+1l \L(EG)"
(NCatFG)n+1 <L (NCat FG)n

for k € [0,n], n € Ny.
First, we consider the faces. We let n € N be a natural number, k& € [0,n] and g, € G,, a group element. If
n > 2, then we obtain by remark (6.8)(b)(i)

(gn(ec)ndr)i = ((gnd|n,0]rj+12;B1MG) jc|n-1,0)dk)i

9nd|n0|nit2ni+1B1IMG ifi € n—2k|,

= ((gndLn,OJAk+1/\k)(gndm,0jAk+1Ak)71d150(gndLn,oJAkAk_ﬁ)BlMG ifi=k—1,
9nd|n0jni+ 10 B1IMG ifi € [k—2,0]
9nd|n0|nit2niv1B1IMG ifi € |n—2k|,

= ((gndtn,oj/\k+1/\k)(g;1dLn,0J/\kSO)(gndLn,oj/\k/\k_l))BlMG ifi=FkFk— 1,
9nd|n0jni+ 10 B1IMG ifi e |k—2,0]
9nd|n0|nit2ni+1B1MG ifi € |n—2k|,
(gndn,1]A2BIMG) (g5, dn,1]A250)

_ (9ndn,3)) (95 n,2)51) (gnd|n,2/50) ) doBIMG ifi=k—1,k=1,

(94,0 Ak+14k—1BIMG) (97 d 1 Akt 1AK—1)
(gnd 1 Ak41a8) (5 A1) AkS1) (9nd 1) AkAk—1))doBIMG  if i =k — 1,k € [2,n — 1],

9nd|n0jnit 1A BIMG ifi € |k—2,0]
gndLn,OJ/\iJrz/\iJrlBlMG ifi € Ln — 2, k‘J,
_ (gnd\_n,lj/\z)BlMG ifti=k—-1k=1,
(gndLn,OJ/\k—&-l/\k—l)BlMG ifi=Fk- L, ke [2,TL - 1]7
gndLmoj/\H_l/\iBlMG if i1 € |_I€ -2, OJ
Indin,0)nit2ni+1BIMG i i € [n —2,k],
= Q 9nd|nojnit2nBIMG  ifi=k -1, = gndrd|n—1,0/nit+ 1A BIMG = (gndi(eG)n—1)i

gndLn,OJ/\i+1/\iBlMG ifi e |_I€ - 2, OJ
for all i € [n —2,0], that is, gn(eg)ndk = gndi(eg)n—1. If n =1, we have
gi(ea)1dr = (1B1MG)dy = g1dx = g1di(ec)o-
Thus we have (e¢)ndr = di(eg)n—1 for all n € N, k € [0,n].
Next, we show the compability with the degeneracies. Thereto, we let n € Ny, k € [0,n] and g, € G,,. For
n > 1 we get, by remark (6.8)(b)(i)

(gn(ec)nsk)i = ((gnd|n,0/rj+10;BIMG) jen-1,0/5k)i
gnd|n,0/rini—1B1IMG ifi€[n,k+1],
Indn,0)Ak+1akd150B1IMG if i =k, k € [0,n — 1],
gndLn,OJAk/\k—ldOSOBlMG le = k? k S [Ln]v
nd|n,0/ni+17iBIMG ifielk—1,0]
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Indn,0jnini—1BIMG if i € [n,k+1],
= gnd|_n70JAkSoB1MG ifi =k,
gndl_n,OJ/\z‘-i,-l/\iBlMG ifie |_/€ -1, OJ

gnskd\_n+1,0j /\i+1/\iB1MG if i € I_TL, k+ 1J,

= 4 InSkd|ny1,0)ak+ 1A BIMG  if i =k, = gnSkd|n+1,0 ni+ 17 BIMG
nSkd | nt1,0 nit1AiB1IMG  if i € [k —1,0]
= (gnsk(gG)n+1)i

for all i € |n,0], that is, gn(e¢)nSk = gnSk(€c)nt+1. If n =0, we have
go(€@)oso = goso = (90soB1MG) = goso(ea)1-

Hence (e¢)nsk = sk(eg)nt1 for all n € N, k € [0,n], and we have shown that we have a simplicial group
homomorphism

G =% Neat FG.

Next, we show the naturality of (¢¢)cecobsarp. We let G s H be a simplicial group homomorphism for
G, H € ObsGrp. Then, by remark (6.8)(b)(ii), we have

gn(ec)n(NcatFe)n = (9nd|n,0)nit14AiB1MG)icn-1,0) (NcatF©)n = ((9nd|n.0)ni+10i¢1)BIMH )ig|n_1,0)
= ((gnend|n,0]nit10i) BIMH )ic|n-1,0] = gnPn(€H)n
for g, € G, n € N, and
(ec)o(NcatF)o = ida, 0 = wo = woida, = wo(er)o-

Hence the diagram

G —%> NcatFG
ls@ J{NCMF@
H "> NeaFH
commutes and the morphisms g for G € ObsGrp yield a natural transformation
idsgrp — Ncat o F.
It remains to show that € resp. 7 yield a unit resp. a counit of an adjunction. But indeed we have

(mi)ic|n-1,0)(ENgarc)n(Ncatno)n = (M) jen-1,0/d[n-1,0)ni+14iB1MNcat O)ic n—1,0) (Ncatnc)n
= ((mi){1})iein-1,0)(Ncatnc)n = (mi){1}nc)ic|n-1,0)
= (mi)ielnfl,()j

for all (m;)ic|n-1,0] € NcatC)n, n € N, and

(eNcasc)o(Neatnc)o = idNea, ), (Obne) = idop cidob ¢ = idob ¢ = (IdNga.c)o,

that is,
ENeat ¢ (Neatne) = idng,,c for every C € Ob cGrp.
Furthermore, we have

(ObFeq)(Obnrg) = (ea)oidobra = idobra = Obidrg
and

(01B1MG)(Feg)nre = ((91(ec)1){1)nre = (1BiMG){1})nre = g1B1MG
for g1B1 MG € Mor FG, and thus

(Feg)nrg = idpg for every G € ObsGrp. O
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(6.10) Corollary. The categories CrMod, cGrp and sGrp|, o| are equivalent.

Proof. The equivalence of CrMod and cGrp is the assertion of the Brown-Spencer theorem (5.25).

We let idsgrp —5 Ncat o F denote the unit from the proof of proposition (6.9) and we let G € Ob sGeryOJ be
a simplicial group with M,,G 2 1 for n > 2. Then we have (¢¢)o = idg, and g1(e¢)1 = (1B1MG) = (¢1{1}) for
all g1 € G1, whence (e¢)o and (e¢)1 are group isomorphisms. Hence Mpee and M;eg are group isomorphisms,
and since M,,G = {1} for all n > 2, the morphisms M,,e¢ for n > 2 are necessarily group isomorphisms as well.
This is sufficient for Meg being an isomorphism in C(Grp), and with lemma (4.14), this implies that £5 is an
isomorphism of simplicial groups. By abuse of notation, we have

Ncgat © F|sGrpL1’OJ = idsGer,oja

that is, the fundamental groupoid functor restricts to a category equivalence sGrp|; o) — cGrp. O

§2 Truncation and coskeleton

In this section, we want to transfer our results of §1 on categorical groups to get equivalent facts for crossed
modules.

(6.11) Definition (truncation). The truncation functor

sGrp Irune, crMod

is defined to be the composition Trunc := CrMod o F.

sGrp . cGrp
\ iCrMod
Trunc
CrMod
Given a simplicial group G € ObsGrp, we call Trunc G the crossed module truncated from G.

(6.12) Proposition. We let G,H € ObsGrp be simplicial groups and G 5 H be a simplicial group
homomorphism.

(a) The crossed module Trunc G is given by Gp Trunc G = Gy, Mp Trunc G = M;G/B; MG and
(1 BIMG)u e € = g9 = g1dy for g1B1MG € Mp Trunc G,
where Gp Trunc G acts on Mp Trunc G by
9 (g1 B1MG) = 9°%0 g1 B; MG for gg € Gp Trunc G, g1B1MG € Mp Trunc G.

(b) We have Gp Trunc ¢ = ¢ and (¢1B1MG)(Trunc ¢) = (g11)B1MH for ¢1B1MG € Mp Trunc G.
Proof.
(a) We have
Gp Trunc G = Gp CrMod(FG) = ObFG = Gy
and

Mp Trunc G = Mp CrMod(FG) = Kert = {¢1B1MG € MorFG | (1B1MG)t = 1}
= {nglMG € MorFG | gldl = 1} = {nglMG c Gl/BlMG | g1 € MlG} = MlG/BlMG

Furthermore, we have

(g1BIMG)u™ Y = (g, BMG) 4D = (9, BIMG)s|kert = g1do = 10
and

?(91BIMG) = (1 B1MG) = %0%0FNE (g BIMG) = % g, BIMG
for go € Gp Trunc G, g1B1 MG € Mp Trunc G.
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(b) We have
Gp Trunc ¢ = Gp CrMod(Fy) = ObFp = g
and

(91B1MG)(Trunc ¢) = (91B1MG)(CrMod(Fyp)) = (91B1MG)(Mor F) iy cruoa(ra)
= (nglMG)(F(p) = gléplBlMH

for g1B1MG € Mp Trunc G. O
(6.13) Definition. We let V' be a crossed module. For every n € Ny, we define the n-fold semidirect product
MpV < GpV := (MpV)*" x Gp V.
The elements in Mp V' ,x Gp V are denoted by
(mi, 9)icin-1,0] = (Mi)ie[n-1,0] U (9) = (Mn-1,...,m0,9)-
We equip Mp V' ,,x Gp V' with the multiplication that is given by
(mis 9)ien—1.0) (M, 9 ie|n—1,0) = (M (ke im0l mk)gmgvgg/)iel_nflﬁj
for (mi, 9)ic|n-1,0], (M}, 9" )ic|n—1,0) € MpV nx Gp V.
(6.14) Remark. There exists a functor

(Mp —).x(Gp —)

CrMod sGrp

isomorphic to Ngat 0 cGrp such that (Mp —) .x (Gp —))»V = MpV ,x GpV, equipped with the multiplication
in definition (6.13), and such that

(mj7g)j6\_n—1,0J (Mpv 26 Gp V) = (mja g)je [n—1,0] ((MP — X GP 7)0V)
= ( 11 me, ([T mi)9)ieim-1.0)

kel (i+1)6—1,i0) ke|06—1,0]

for V€ ObCrMod, 6 € a([m],[n]), m,n € Ny. In particular, the n-fold semidirect product MpV ,x Gp V'
with the multiplication given in definition (6.13) is a well-defined group for all n € Ny. Furthermore, given a

morphism V -2 W between crossed modules V and W, we have

(M 9)jeln—1,0)(MP @ w1 Gp @) := (m;,9) je|n—1,0) (Mp — 2 GP =)nip) = (M0, 9%¥)je[n—1,0
for all (m;, 9)je(n—-1,0 € MpV 3 GpV, n € Np.
Proof. We let V € Ob CrMod be a crossed module. Then we have

(NgatcGrp(V))n = (Mor cGrp(V))s ="

) GpV if n =0,
{((mi; (ITkepim1,0) mr)9))iein—1,0) | mi € MpV fori € [n—1,0],9 € GpV} ifn>1.

The multiplication in (NgatcGrp(V)), is given by

((mi, ( H mk)g))iqn—mj((m;a( H m;)gl))iqnq,oj

ke|i—1,0] ke|i—1,0]
= ((mia ( H mk)g)(m;, ( H m;q>g/>)z€ [n—1,0]
ke|i—1,0] ke|i—1,0]

= ((m; (Ikei-1.04 mk)gmg’ ( H mi)g( H m;g)g/))ieLn—l,Oj
ke|i—1,0] ke|i—1,0]
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for ((ms, (ITkei—1,0) mx)9))ic1n—1,005 (M5 (Tke|i-1,0) M1)9'))icin-1,0) € NeatcGrp(V))n, n € No.
We wish to compute the morphism (NgatcGrp(V))g for a morphism 6 € a([m], [n]), where m,n € Ng. If m # 0,
then

((my, ( H mi1)g))je n-1,0] (NcatcGrp(V))e = (((m;, ( H ml)g))jeLn—l,OJCL(iH)e,wJ)ieLm—LoJ

le|j—1,0) le|j—1,0]
= (( H mg, ( H mk)g))iqm—l,oj
ke|(i+1)0—1,i0)] keli6—1,0]

for ((m;, (HleLj—l,OJ m1)9))jein-1,0] € (NcatcGrp(V))n, n € No. If m = 0, then
(my, (T m)9))jein-1.0/(Neatcrp(V)o = ((m;, ( [ m1)9))jein—1.01tos
le|j—1,0) le[j—1,0]
_ (moo, (ITxe00—1,0) m)9)t  if 00 € [0,n — 1], _ (ITrepoo-1,0) mK)9 if 00 € [0,n — 1],
(mp—1, (er\_nfz’oj mg)g)s if 00 =n m”_l(erl_n72,0J my)g if00 =n

= I s

ke(00—1,0]

for ((mja (Hle\_j—LoJ ml)g))jel_n—l,oj € (NCatCGIP(V))na n € Ny.
By transport of structure, the sets MpV ,x GpV for n € Ny fit into a simplicial group that is isomorphic to
NgatcGrp(V) via the natural isotransformation

NeatcGrp(V) v, MpV . x GpV
given by

g(1v)o == (g) and ((m;, ( H mg)g))ic [n—1,0] (Yv)n = (mivg)iELn—l,Oj for n > 1.
keli—1,0)

Note that the second entry of the image of (v ), for n > 1 is obtained by reading off the second entry of the
argument at ¢ = 0. Thus vy is compatible with the multiplication on (NgatcGrp(V)), and the multiplication
on MpV ,x GpV defined in definition (6.13), as one can take from the computation of the product above.
Given a morphism 6 € a([m], [n]), we have

(mj,9)jein-1,0)(MpV 63 GpV) = (m;, 9)je|n—1,0](¥v)n ' (NcatcGrp(V))o(¥v )m
=((ms,( ] m)9)sein-1.0)(NcaccGrp(V))o(¥y )m

le|j—1,0]
_ ((Ikeroo-1,0) m&)9) (Pv )o it m=0,
((eruiﬂ)efl,z‘ej Mk, (erueflm me)g))icm—1,0] (Vv)m ifm>1,

=( H m, ( H mk)g)iELm—l,OJ

ke|(i+1)6—1,i0) ke|06—1,0]

for (mja g)jel_n—LOJ €MpV  xGpV.
Furthermore, given a morphism V —= W between crossed modules V and W, we have

(m59)jetn—1,0)(Mp©) 2t (GP ) = (15, 9)je n-1,0) (V)5 (NCatcGTP(9))n (YW )n

_ {Q(NCathrP(@))o(¢W)0 if n=0, }
((my, Tl j—1,0) M)9))jen-1,0) (NcatcGrp(@))n(Yw)n ifn =1

_ {(chrp(w))(ww)o if n = o,}
((my, (T 1| j—1,0) M1)9)cGrp(9)) je (n—1,0)(Yw)n ifn =1

_ {g<ﬂ(¢w)o if n = 0,}
((mje, (Tiej—1,0) m)9)9))jeln—1,0)Ww)n ifn =1
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_ {!W(Z/JW)O if n =0,

((my2 (Tie 1.0, (1999 tn-1.0) (@) i > 1 } = (m3#.9¢)jeln-v0)
O

(6.15) Definition (1st coskeleton). For a crossed module V', we call CoskV := MpV .x GpV the coskeleton
of V. The functor

CrMod 2%, sGrp

given by Cosk := (Mp —) .x (Gp —) is called the (1st) coskeleton.

(6.16) Proposition. We let V be a crossed module. The faces and degeneracies of Cosk V' are given by

(mjamog)je[n—l,lj if k=0,
(Mg, 9)jeln-1,0/dk = § (M) je(n—1,k+1] Y (Mrmir_1) U (mj,9)jec|k—20 if ke [l,n—1],
(mjvg)jELTLfQ,OJ ifk=n

for (mj, 9)je|n-1,0] € Cosk, V, k € [1,n], n € N, and
(mjug)jeLnfl,OJSk = (mj)jqnq,kj U (1) U (mjyg)jqk—l,oj
for (mj, 9)je|n-1,0) € Cosk, V, k € [0,n], n € No.

Proof. We compute

(mj,9)jein-1,01dk = (M, 9)je[n—1,0)(MpV six Gp V) = ( H my, ( H mr)9)ie|n—2,0)
re|(i+1)8k—1,i5% €085 —1,0]
(Il ivo—1,i01) M (TLrej121,0) Mr)9)ien—2,0 if k=0,

(Hre[i+271,i+1j My )ie(n—2,k) U (HreLk+1fl,k71J my)
U(TTreir1-14) mrs (Trejo—1,0) Mr)9)icin—20 ik €[ln—1],

(HTGLZH 1,6) Mo (HTELO—LOJ My )g)ic|n—2,0) ifk=n
(Mit1,M09)ic|n—2,0] if k=0,

= (Mit1)ie(n—2.k) YU (memg—1) U (mi, 9)ick—20) if k€ [l,n—1]
(mlag)ze\_n 2,0] ifk=n
(mj,m09)jen—1,1] if k=0,

= ¢ (Mj)jein—1r+1) U (mpmi—_1) U (mj, g)je|x—2,0 if k€ [l,n—1],
(mj, 9)jen—2,0 iftk=n

for (mjag)jel_n—l,oj € COSkn V; ke [O,TLL ne N7 and

(mj,9)jeln-1,05k = (M, 9)jen-1,0](MpV 4xx GpV)

=( 11 me ([T m)9)iein—2.0)

re|(i+1)ok—1,i0" | re|l0ok—1,0]
= ( H mr)ieLn,k-i-lJ U ( H my) U ( H my, ( H my)g)ie k—1,0]
reli+l—1-1,i—1| re|k—1,k]| relit1—1,i] rel0—1,0]

= (Mi—1)ic|nkt1) Y1) UM, 9)icik—1,0] = (Mj)jcn-1,k) Y (1) U(my,9)jek-1,0]

for (mj, g9)je|n—1,0) € Cosk, V, k € [0,n], n € No. O

(6.17) Proposition. The functor sGrp Irune, crMod is left adjoint to CrMod Gosk, sGrp, and we have

Trunc o Cosk 2 idcrMod-
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Proof. Since CrMod and cGrp are mutually inverse category equivalences, they fulfill in particular CrMod - cGrp
and CrMod o cGrp = idcrmod- Hence F 4 Ny implies

Trunc = CrMod o F 4 Ngat 0 cGrp = Cosk,
and from F o Ngat = idegrp We can conclude that
Trunc o Cosk =2 CrMod o F o Ngat 0 cGrp = CrMod o idegrp © ¢Grp = idcrMod- O]

We collect some examples and further properties of the n-fold semidirect product and the coskeleton functor.

(6.18) Example. If V is a crossed module with MpV 2 1, then Cosk V' = Cosk(Gp V); cf. definition (6.15)
and definition (4.16).

(6.19) Example. We consider the crossed module V' = Cigl introduced in example (5.6). Recall that it has
group part GpV = (a | a* = 1), module part MpV = (b | b* = 1), structure morphism pu": MpV — GpV, b
a? and action b = b~!. Its coskeleton is given by

Cosk,, V = (b) ,x {a).

Hence it consists of elements (b7, a®)je|n—1,0/, where e, f; € {0,1,2,3} for j € [n—1,0]. The multiplication of
two elements (bfaae)jetn_lm , (bf1{7a5/)j€Ln_170J € Cosk,, V is given by

(bfj7ae)jGLn—l,OJ(bfjlaae/)jeLn—l,OJ = (bfﬁ(_l)ef}yae%/)

for e, fj, €', f; €{0,1,2,3}, j € [n—1,0].

(6.20) Remark. We let G be a group and M be a G-group. Then we have

CII mooC TI mp= TT (myThewrormigm))

j€ln—1,0] j€ln—1,0] j€ln—1,0]
for all mj,m’; € M, i€ [n—1,0], g€ G, n€Ny.

Proof. We proceed by induction on n € Ny. For n = 0, there is nothing to show. We let n € N be given and we
assume that the asserted formula holds for n — 1. This implies

CIT mpoC IT mp)=muaC [T mp@Emi 0y oC T[T m))

i€|n—1,0] i€|n—1,0] i€|n—2,0] ieln 2.0
= ey s om0 ] mp)oC T[ mp)
i€[n—2,0] i€[n—2,0]
= Mn—1 Mictn-20 mj)(gm;z—l) H (mj (Ijepiz1,0) Mz)(gm;‘))
i€|[n—2,0]
= H (WLj (I e i—1,0) mz)(qm;)) -
i€|n—1,0]

(6.21) Proposition. We let V be a crossed module. Then Mp V' becomes a (Mp V' ,x Gp V)-group by
(m3:9)jetn-1.01 pp, = Tlsetn-1,00 s (9) for all m € MpV, (mj,9)jein-1,0] € MpV ,x GpV

and we have
MpV 41 GpV 2 MpV x (MpV ,x GpV)

for all n € Ny.
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Proof. We fix some n € Ng. Remark (6.20) shows that
(mj:9)j€n-1,0] ((m;’gl)jﬂnfl,ﬂj m) — Uljein-1,0 mj)g((HjELn—l,OJ m;)glm) — ULetn—1,0m) " TLje1n-1,0) m;)gglm
(e —1.0] ™)
— Iljein—1,0y(my HELI—100T (gmg))(gg’m)
g (Iliej—1,0) m1)9

— (m 7”;'199,)]'6Ln—1,0jm — ((mj,9)jen—1,0) (77L;'19l)j6[n—1,0j)m

for (mj7g)j€Ln71,0j7(m;‘ag/)je[nfl,oj eMpV xGpV,me MpV, and
(171)]'6[7171,0Jm =m

for m € Mp V. Furthermore, we have

(m3:9)setn=-1.0) (mm’) = Tietn-1.00 ™9 (/) = ietn-1.00 ™3 (9 (mm/)) = Tlietn—1.00 ™3 (9 9"
— Iljetn_1,0y™i (gm) [Liepn_1,05 ™i (gml) = Uljetn—1,0) mi)9yy (Tljein—1,0] Mi)9p!

— (mj,.9)e1n-1.0] pp, (M5:9)j€ n—1,0

for (m;, 9)je(n-1,0) € MpV ,x GpV, m,m’ € Mp V. Thus Mp V' becomes a (Mp V' ,,x Gp V')-group and we can
form the semidirect product

MpVx (MpV ,x GpV).
Since the multiplication in Mp V x (Mp V' ,x Gp V) is given by

(mna (mjvg)je[n—l,()j)(m;m (mg'vgl)jGLn—l,Oj)
= (my, (m3:9)j€1n-1,0) my,, (Mj, 9)jc|n—1,0] (m;,g')jqnq,oj)

_ ( ne1.0] M1)9 " ( 101 Mg, ’
= (mn [licin1,0) ™) mm(mj Ilepj—1,0) ™) m}, gg ))jGLnfl,OJa

for (my, (mj, 9)jen-1,0)s My, (M}, 9")je(n-1,0) € MpVx(MpV ,xGp V'), we have a group isomorphism given
by

MpVx (MpV @ GpV) = MpV 113 GpV, (ma, (M}, 9)jc|n-1,0) = (M5, 9)j€|n0]- O

§3 Homotopy groups of a crossed module
(6.22) Proposition. We suppose given a crossed module V. Then CoskV € sGrp|; o and we have
M o Cosk =2 U,
where U denotes the forgetful functor CrMod LN C(Grp) that sends the crossed module V' to the complex
of groups Mp V' i> GpV, concentrated in dimensions 1 and 0, and forgets the action of GpV on Mp V.

Proof. We let V' be a crossed module. For n > 2, we obtain

M,, Cosk V = ﬂ Kerd;, C Kerd; NKerd,,
kel,n]

={(mj,9)jein-1,0) € MpV nx GpV | (M}, 9)je|n-1,0/d1 = 1 and (my, 9)je[n-1,0)dn = 1}

{
{

(mj,9)jeln-1,0] € MpV o, x GpV | (mp_1,...,m2,mimo,g) =1 and (m,_2,...,mo,g) = 1}
(mj,9)jein-1,0] €EMpV ,x GpV |m; =1forall j€|n—-1,0] and g =1} = {1}.

Furthermore, we have

M; Cosk V =Kerd; = {(mg,g9) € MpV 1x GpV | (mo,g)d1 =1} = {(mo,g) e MpV 1x GpV | (9) = 1}
={(m,1) e MpV xGpV |meMpV}=MpVx{l}.
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and Mg Cosk V =MpV ox GpV = (Gp V)*L. Moreover, we have
(m,1)d = (m,1)do = (m1) = (mu")

for all m € Mp V. Hence
M(Cosk V) = (... — {1} — MpV x {1} -% (GpV)*1),

where (m,1)0 = (m,1)dy = (mp"Y) for m € M.
Now, we let W also be a crossed module and V — W be a morphism of crossed modules. Then we have

(m, 1)(M; Cosk ¢) = (m,1)(Mp g 1x Gpy) = (mep,1) for m € Mp ¢
and

(9) (Mg Cosk ) = (9)(Mpp ox Gp ) = (g¢) for g € GpV.
Consequently, we obtain the isomorphy

Mo Cosk =2 U
via

M o Cosk — U,

where M Cosk V' 2% V is given by (m,1)ay := m for m € MpV and by (g)ay := g for g € GpV, V €
Ob CrMod. 0O

(6.23) Corollary. We let V,'W € ObCrMod be crossed modules and V' —25 W be a morphism of crossed
modules.

(a) We have
Coker u”  for n = 0,

7, (Cosk V) 2 { Keru  forn =1,
{1} for n > 2.

(b) The induced morphisms 7t;(Cosk ¢) resp. mp(Cosk ¢) are the induced morphisms on the kernels resp.
cokernels of p¥ and pu".
Proof. By proposition (6.22), we have
7, 0 Cosk = H,, o M o Cosk = H,, o U for all n € Nj.
This implies all assertions. O

(6.24) Definition (homotopy groups of a crossed module). The homotopy groups of a crossed module V are
defined by

Coker uv  for n =0,
70, (V) := { KernV for n =1,
{1} for n > 2.

Moreover, if V' 25 W is a morphism of crossed module, then we define 7ty(¢) resp. 71 () to be the induced

morphisms on the cokernels resp. kernels of u" and p"; the morphisms 7, (p) for n > 2 are defined to be
trivial.
(

’/Tl(W

e

Vs V) —— Mp \%4 Gp \%4 7T0(V)

() lMpw iGpw lﬂo(w)
) —= MpW —— Gp W —= m(W))
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(6.25) Proposition. The homotopy group functors 7y and 71y for simplicial groups fulfill
7, = 1, o Trunc for n € {0,1}.
Proof. We let G be a simplicial group. Due to proposition (6.12), we have

711 (Trunc G) = Ker p¢¢ = {3, B;MG € Mp Trunc G | (g1 BiMG)u™me ¢ = 1}
= {nglMG S MlG/BlMG | g16 = 1} = {nglMG S MlG/BlMG | g1 € ZlMG}
= ZlMG/BlMG = HlMG = 7T1(G),

and
710 (Trunc G) = Coker p™¢¢ = (Gp Trunc G)/ Im p™™°¢ = G/ Tm d = ZoMG /BoMG = HoMG
= 7T0(G).
Furthermore, given a simplicial group homomorphism G —2+ H, where H € ObsGrp, then we have

(91B1MG) (1 (Trunc @) = (91B1MG)(Trunc ¢) = (g1¢1)B1MH = (91 (M1g))Bi1MH
= (¢1B1MG)(H:Myp) = (91B1MG)7ti ()

for 1B1MG € 7y (Trunc G) and
(go Tm ¢ &) 715 (Trunc ) = (go(Trunco ) Im @™ = (go00)BoMH = (go(Mop))BoMH
= (90BoMG)(HoMgp) = (go Im p'™ %)y (i)
for go Im pTrunc ¢ my(Trunc G). O

(6.26) Theorem. If G is a simplicial group with 7, (G) = 1 for all n > 2, then there exists a simplicial
group homomorphism G — Cosk Trunc G that induces an isomorphism 7, (G) — m,(Cosk Trunc G) for each
n € Np.

Proof. First, we remark that
Cosk Trunc G = Ngat cGrp(CrMod(FG)) 2 Neat FG

by remark (6.14) and definition (6.15).

We let idsgrp 5 Neat o F denote the unit and F o Noag —-s idegrp denote the counit from the proof of
proposition (6.9) and we let G € ObsGrp be a simplicial group with 7, (G) = 1 for n > 2. Then we have

(Feg)nre = idra

and npqg is an isomorphism. Therefore, Feg = ﬂEé is an isomorphism as well. For n € {0,1}, this implies by
proposition (6.25) that

7, (eq) = M (Trunceg) = 7, (CrMod(Feg)) = nn(CrMod(nP?é)).

Thus 71, (£¢) is an isomorphism for n € {0,1}. Hence 7, (G) & 1 2 1,,(NcatFG) for n > 2. Thus, the induced
homomorphisms 71, (e¢) for n > 2 have to be trivial and, in particular, they have to be isomorphisms, too. [

§4 The classifying simplicial set of a crossed module: an example

In this last section, we compute some homology and cohomology groups in low dimensions for the crossed
module Ci:;l.

(6.27) Definition (classifying (bi)simplicial set of a crossed module). We define BV := B Cosk V resp. BAV :=
B®) Cosk V' to be the classifying simplicial set resp. the classifying bisimplicial set of a crossed module V €
Ob CrMod.
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(6.28) Example. The classifying bisimplicial set of the crossed module V' 2 CZ:Zl, given as in example (5.6)
by GpV ={a|a*=1), MpV = (b|b* =1), u¥: Mp — GpV,b+ a? and action *b = b~!, is given by

* * * *

> (0) 320 (@) ——— (b) 220 (@) ———(b) (@) ———(b) 0¥ (@)

= ({B) 3% (@) ——= ({b) 21 {@))*? ——= ((b) 14 {@))** —— ((b) 0% {a))**

c—= ((B) 3% (@) ——= ({B) 22 {@))*® ——= ((b) 14 {@))*® —— ((b) 0% {a))**

c = ((B) 33 (@)t ——= ((b) 24 {@))** —— ((b) 14 {@))** —— ((b) 0% {a))**

Here, the arrows denote the direction of the faces (for better readability we have omitted the degeneracies) and

* denotes a set with a single element (we have ((b) ,x (a))*? = x for all p € Ny). In the p-th column, where

p € Ny, one can see the classifying simplicial set of Cosk, V' = (b) ;< (a), that is,
co ({B) 1 (@) = ((B) 0 (@))% — ((0) p (@) — ({(b) px (@) — ((B) p¢ (a))*".

(6.29) Definition (homology and cohomology of crossed modules). We let V' be a crossed module, R be a
commutative ring, M be an R-module and n € Ny be a non-negative integer. The n-th homology group of V
with coefficients in M over R is defined to be

H,(V,M;R) := H,(BV, M; R).

The nth cohomology group of V' with coeflicients in M over R is defined to be
H"(V,M;R) := H*(BV, M; R).

As in definition (2.18), we abbreviate

H,(V;R) := H,(V, R; R),
H,(V,M) :=H,(V,M;Z),
H, (V) :==Hu(V, Z; Z),

and

H"(V;R) := H*(V, R; R),
H"(V,M) :=H"(V,M;Z),
HY(V) := H"(V, Z; Z).

(6.30) Remark. We let V be a crossed module, R be a commutative ring, M be an R-module. Then
H,(V,M;R) =H,(Cosk V, M; R) and H"(V, M; R) = H"(Cosk V, M; R) for all n € Ny.

Proof. We have
H,(V,M;R) =H,(BV,M;R) = H,(BCoskV, M; R) = H,,(Cosk V, M; R)

and, analogously,
H"(V,M;R) =H"(BV,M;R) =H"(BCoskV, M; R) = H"(Cosk V, M; R)

for all n € Ng. O]
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(6.31) Proposition. Suppose given a crossed module V', a commutative ring R and an R-module M.

(a) There exists a spectral sequence E with E;’n_p =~ H,_,(MpV ,x GpV,M;R) that converges to the
homology group H, (V, M; R), where p € [0,n], n € Np.

(b) There exists a spectral sequence E with E}""™? = H""P(MpV ,x GpV, M;R) that converges to the
cohomology group H™(V, M; R), where p € [0,n], n € Ny.

Proof. Follows from remark (6.30) and theorem (4.36); concerning the coskeleton cf. definition (6.15). O

(6.32) Definition (Jardine spectral sequences of crossed modules). We let V' be a crossed module. The spectral
sequences in proposition (6.31) will be called Jardine spectral sequences of V (in the case of homology resp. in
the case of cohomology).

(6.33) Example. We want to compute some homology and cohomology groups of the crossed module V' & Ci:;l

introduced in example (5.6). For the notation and the classifying bisimplicial set B®@)V, see example (6.28).

(a) The associated double complex over the ring of integers Z is isomorphic to

lel lel lel Zl><1
B o glx4t z1x4 x4 Z1x4
..Hzlxﬁ Z1><46 Z1X444>Z1X42
/A A ZIx4 s gix4?
s A gaxa® gkt gaxal

where the morphisms are given by multiplication with suitable matrices from the right. Thus linear
algebra over Z allows us to compute homology with respect to the vertical differentials and the associated
morphisms. We obtain, using Maple,

2 —Y ) @) (@)

(44)
100
01

..4>(Z/2 Z7]2 Z/4)4>(Z/2 Z/4)L%)>

e (z2) — (1)

——(2/4)

where, for example, the elements of (Z/2 7/2 Z/4) are row vectors (a2 a1 ao) with az,a1 € Z/2
and ag € Z/4.

Here, the dots at the left should, except in the first row, not indicate any regularity in the appearing
complexes - here the entries of C(2)(B(2)V) were just too large to compute with.
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Taking homology (in horizontal direction) yields the following homology groups:

HoHo(C® (BAV)) = 7,
HoH, (C®(B@V)) = 7/2, H,Ho(C®B®V)) ~o0,
HoH,(C?(B@V)) >0, H,H, (C®B@V)) ~o0, HoHo (C?(B@V)) > 0.

By the Jardine spectral sequence, we know that Ho(V) is isomorphic to a subquotient of Z, Hy(V) is
isomorphic to a subquotient of Z/2 and Hz(V) 2 0.

To compute H,, (V') for n € {0, 1, 2} directly, it is possible to use the Kan classifying simplicial set according
to corollary (4.35):

H, (V) = H,(Cosk V) = H,,(W Cosk V).
The Kan classifying simplicial set of Cosk V' is given by

e X () ) — X ((b) e (a) — X ((B) ¢ (@) — =

J€12,0] j€(1,0] j€10,0]
(For the arrows, cf. example (6.28).) Its associated complex C(W Cosk V) is isomorphic to
o I g8 a1
Computing homology via Maple yields

Ho(V) = Z,
H,(V) =Z/2,

1

To compute cohomology groups over Z, one has to dualise the double complex C(2)(B(2)V) resp. the
complex C(W Cosk V) by applying z(—,Z) pointwise and taking homology after that. This means to
deal with column vectors resp. matrix multiplications from the left instead of row vectors resp. matrix
multiplications from the right.

12 16
Z4 x1 Z4 x1 Z4 x1 Z4 x1
Z43><1 Z46><1 Z49><1 Z412><1
Z42><1 Z44><1 Z46><1 Z48><1
74x1 Z42><1 Z43><1 Z44x1
lel lel lel lel
We obtain

HH(C®(BAV)) =~ 7,
HIHO(C(Q) (B(2)V)) o 0’ HOHl(C(Q) (B(Q)V)) =~ 07
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H*H(C®(BPV)) =0 H'H (CPBPV)) =0, HOH?(CP(BOV)) = 7/2
and, using the Kan classifying simplicial set,

H(V) = Z,

H'(V) =0,

H2(V) = 7/2.

(¢) Taking the field with two elements Fy as ground ring for homology resp. cohomology yields
HoHo(CH(BPV;Fy)) 2 Fy,
HoH, (C? (BRI, Fy)) = Fy, H,Ho(C® (B®V;F,)) = 0,
HoHo(CH(BAVFy)) 2 Fy,  HiH(CHBAVFy)) = Fy,  HoHo(CP(BPV;F,)) 20
and

Ho(V;Fy) = Fo,
Hy(V;Fy) = Fo,
Hy(V;Fy) = Fy

resp.

HOHO(C®(BAV,;Fy)) = Fy,
H'H(CP(BPV;Fy)) =0, HOH'(C?(BPV; Fy)) = Fy,
H2H(C?(BAV;F,)) 20, HH2(C?(BAV;F,)) 20, H'HY(C?(BAV;Fy)) = F,

and

HO(V;Fy) 22 Ty,
HY(V;Fy) = Ty,
H?(V;Fy) = Ty

(6.34) Remark. Since, in example (6.33)(c),

Hy(V;Fy) = Ty
ZF,®@F,®0
>~ HoHy(C?(BPV;Fy)) @ HiH, (CH(BAV: Fy)) @ HyHy (C?(BAV: Fy)),

we can conclude that the Jardine spectral sequence in the case of homology (cf. definition (6.32)) does not
degenerate in general.
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