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Problem formulation

Given aring R = C[xy, ..., Xp], @ polynomial f € R and a number

a € C. Compute the left ideal Ann(f*) € D(R).

Preliminaries

We utilize a D-module structure of a left module in

R[f%] .= C[xq, ..., Xn, 17] - fS.

The algorithm ANNFS computes a D—module structure on R[f®], that is
aleftideal / C D, such that R[f$] = D/I.

v

LOT = Levandovskyy’s modification on Oaku-Takayama algorithm.

Viktor Levandovskyy (RWTH) LOT 11.12.2007, RWTH 2/17



Ann F* Algorithm in D-module Theory

Letf="»f-...-f.
The Ann F3 Algorithm, step |
Compute the preimage of the left ideal
P of
L=({t—fy 2o+ }),1<j<pi<i<n
i

X
J=1 0

in the subalgebra K [{1; - 9t;}] ({X;,0; | [0, xj] = 1}) of

K({t, 0t} | 19, 4] = 1) @ K({x:, O3} | [0, ] = 1)

v

Moreover, in the preimage, t; - 9t; will be replaced by —s; — 1 (algebraic
Mellin transform), where s; are new variables, commuting with {x, dx}.
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Recall
Letf="fi-... fyandlet g = 9 + ¥ oL ot
Lemma

L={ti—f,{gi}},1 <j<p,1<i<n) CApinisamaximal ideal,
hence Ay n/L is a simple module.

Oaku-Takayama method, 1999
{u;, v;, s} commute with everything, {[9;, x| = 1,[0f;, ] = 1}.

p
of,
K(t, 08, X, 0, U, vj | ...) D ({tj — uf, > a_;ukatj +0p, ujv; —1})
k=1 """

1. Intersect the ideal with the subalgebra K(#;, 0t;, x;,0; | ... ) i.e.
eliminate {u;, v;}.

2. Intersect the result of p.1. with K[—;0t; — 1] ®x K(x;,0; | ...),
replace —t0t; — 1 by s;.

v
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Anomalies With Elimination

Contrast to Commutative Case

In terminology, we rather use “intersection with subalgebras” instead of
“elimination of variables”, since the latter may have no sense.

Let A=K(x1,...,Xn | {XX; = CjX;x; + djj}1<icj<n) e a G-algebra.
Consider a subalgebra A,, generated by {X;11,..., Xn}.

We say that such A, is an admissible subalgebra, it dj; are polynomials
in Xry1,...,xpforr+1<i<j<nandA, C Ais a G-algebra.

Definition (Elimination ordering)

Let Aand A, be as before and B := K(xq,...,x,|...) CA
An ordering < on A is an elimination ordering for x1,..., x;
if forany f € A, Im(f) € Bimplies f € B.
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Constructive Elimination Lemma

’Elimination of variables xi, ..., x, from an ideal /”

means the intersection /N A, with an admissible subalgebra A;.

In contrast to the commutative case:

e not every subset of variables determines an admissible subalgebra
e there can be no admissible elimination ordering <4, on A

Lemma

Let A be a G—algebra, generated by {x1,...,Xxn} and | C A be an ideal.
Suppose, that the following conditions are satisfied:

@ {Xr1,...,Xn} generate an essential subalgebra B,
@ 1 an admissible elimination ordering <g for xy, ..., x, on A.

Then, if S is a left Grébner basis of | with respect to <g, we have SN B
is a left Grébner basis of I N B.

v
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Anomalies With Elimination: Example

Example

Consider the algebra A = K(a, b | ba = ab + b?).

It is a G-algebra with respect to any well-ordering, such that b® < ab,
that is b < a. Any elimination ordering for b must satisfy b > a, hence
Ais not a G—algebra w.r.t. any elimination ordering for b.

The Grébner basis of a two—sided ideal, generated by b?> — ba+ ab in
K(a, b) w.r.t. an ordering b > ais infinite and equals to

{ba"'b - :—7(ba” —a'b) | n>1}.

Finding an admissible elimination ordering can be done by solving a
linear programming problem.
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Elimination Orderings in G-algebras
@ lexicographical orderings: mainly for (g—) Weyl algebras
1 ... 0
o ... 1
© block orderings My ® Mg: a universal tool
A0
0 B

© extra weight orderings (a(wj, .. ., wx), ord): the champion!

<W1 e Wi o ... O)

v
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Symmetric Deformation: Motivation

Let ¢ : A — Bbe a map of K—algebras. There are the natural actions
of Aon B, induced by ¢:

ao  b:=¢(a)band b-a:= bopga:= bp(a).

Observation

These actions provide a well-defined left and right A-module
structures on B if and only if ¢ is a morphism.

Hence, Bis an (A, A)-bimodule. We extend both actions to A by
ai o a = ay - a and thus turn A®x B into an (A, A)—bimodule.

Lemma
Consider the set G={g — ¢(9) | g € A} C A®x B. Then

G=a{{Xi—o(x)|1<i<n}haCAckB.
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Symmetric Deformation: Theorem

Theorem (Preimage of a Left Ideal)

Let A, B be G—algebras of Lie type and ¢ € Mor(A, B).

Let I, be the (A, A)—bimodule a{({x; — ¢(x;) |1 <i<n})a C ARk B
and f; .= ¢(x;). Suppose there exists an elimination ordering for B on
A ®xk B, such that

1<i<ni1<j<m, Im(y;f; — fiy;) < Xiy;.
Then

1)A ®§; B, obtained from A @k B by introducing additional relations
{yixi = xiy; + y;fi — fiy;}, is a G-algebra.
2) Let J C B be a left ideal, then

o ()= (s +JI)NA
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Application of Preimage Algorithm to D—-modules

Setup with the Symmetric Deformation
A:=K(s;, X, D; | D;X; = X;D; + 1)
B .= KU), atj,x,-, d | dix; = x;d; + 1,81’11) = t/atl +1)

Consider the map ¢ : A — B, where s; — —1;0t; — 1, Xj — x;, D; — d.

v

Hence, Iy = ({X; — x;, Dj — d;, 9t + 5; + 1}) C Ao} B=: E.

Due to the structure, we replace E with E’ = K(t;, 0t;, x;, d;, 5;) subject
to the relations

{[d,',X,'] = 1,[81}, t/] = 1,Sjtj = thj — fj7 Sjatj = 81}-3,- + 82}}

Respectively, I, C E becomes I} = ({tjotj +s;+1}) C E".
Any ordering < satisfying {f;, 0f;} > {x;, d;, s;} (which is very easy to
find) satisfies the conditions of the Theorem.
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The Computation

By the Theorem, for any L c B, ¢~'(L) = (Is + L) N A. Hence,

p
Iy + L= {{t — Z 8t,+8,,t,at;+s,+1}>

p
= ({t Z %% at, + 0y, 0t + s}

The last step is just a reduction of ; + s; + 1 with ; — f;. In most
situations, the ordering prefers t; over x; and sy.

Citing Gago-Vargas, Hartillo and Ucha JSC paper from 2005...

>...As far as we know, the example f = f; - f, = (x? + y3) - (x3 + y?) is

intractable for available computer algebra systems.”
— Demonstration.
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Comparison: OT vs. LOT

The relations on the variables: {u;, v;} commute with everything,
{101, x)] = 1,[0t, 4] =1, st; = tis; — t;, 5;0t = Ot;s; + O}

Oaku-Takayama method (1999)

P
of;
K(t,-,at;,x,-,a,, uj, vj |...) D <{l} — Ujl}‘, Z 8—):iuj'(9tj + 0j, UV — 1})
J=1

to intersect with: K(#;, 0t;, x;, 0; | ... ), then with
K[-tot; — 1] @k K(x;,0; | ...), replace —t;0t; — 1 by s;.

LOT method

P.of

0
K (8, 08, X1, 05,57 | - ) D ({fj =, D =~ -0t + 0y, 4 + 57})
I

j=1
to intersect with: K(x;, 9; | ...) ®x K[{s;}]




Comparison: LOT vs. BM (Briancon—Maisonobe)

BM method (2002)
Non-comm relations: {[0;, x;] = 1, [0, 5] = —01;}.

of,
K<‘7:307Xi,3i,3j ’ > {S/—i_fal)’z katk+6}>

Eliminate {01}, i.e. intersect with K({x;, 0;} | ...)[{sj}].

LOT method (2006)
NC relations: {[0;, x| = 1, [0, ;] = 1, sjtj = 1;s; — 1;, S;0t; = Otjs; + Ot;}.

p
Ofx
K<t]7 81:/")(1'78/73] | - > 2 {tj - G?Sj + f}atja; 8_)(,6tk + 8I}

Eliminate {f;, 01}, i.e. intersect with K(x;, J; | ...) ®x K[{s;}].
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Comparison: LOT vs. BM contd

In LOT, we have to eliminate {#;, 9t;}. We can eliminate {t} first, that is
intersect I above with the subalgebra

K{0t;, x;, 01, s;} | {10, xi] = 1, 5,0t = Ot;sj + 04}).
This can be done by using any ordering giving precedence to t.

Let us fix an ordering <1 with the property {t;} > {0;} = {9, x;, 5;}.
Clearly it is admissible. In the talk on Ann FS we proved, that

p
f . :
S={t— 1,0+ Z ﬁatk} is a left Grobner basis w.r.t. <7
o X

Lemma. §' = SU {s; + f;0t;} is a left Gr6bner basis w.r.t. <.
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Proof

Again, we apply generalized Product Criterion.
spoly(tx — fx, Sj+ 68[’1) — [t — fx, Sj + f)at]] =

[t sj] + filte, O4] — [fe. Sj] — [fx, §i04] = S (tk — fx) — O

of of
spoly(s; + 4, d; + Z k@tk) — [sj + 19t 9 + Z —katk]

of;
[s,,a]+z [s,,atk] + Ot[f, 0] + [*, %] = /at, [8;, £10t = 0

O

v
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BM = LOT + elimination

Since S’ is a left Grébner basis with respect to <1 (an ordering
eliminating {#}), then from the Elimination Lemma it follows, that

{{sj+fot | 1<j<p}, {a+z 8tk|1<l<n}}

is a left Grobner basis of
S’ NK({{0t;, x;,0;, 8} | {[0;, xi] = 1, 80t = Otjsj + Ot;})

And the latter is exactly the statement of BM! Hence the claim in the
title.
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