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Abstract

A finite p-group is said to be of Gorenstein-Kulkarni type if the set of

all elements of non-maximal order is a maximal subgroup. 2-groups of

Gorenstein-Kulkarni type arise naturally in the study of group actions on

compact Riemann surfaces. In this paper, we proceed towards a classifi-

cation of p-groups of Gorenstein-Kulkarni type.
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1 Introduction

The present work arose out of the study of actions of finite p-groups on compact
Riemann surfaces, and how this is reflected in the structure of the groups acting.
Although the main focus of the present paper is on the group theoretical side, we
briefly recall the setting in order to give some motivation for the developments
presented later:

(1.1) Genus spectra. Let X be a compact Riemann surface of genus g, and
let Aut(X) be its automorphism group. If g ≥ 2, then by a famous theorem due
to Hurwitz [7] the group Aut(X) is finite, and has order |Aut(X)| ≤ 84 · (g−1).
More generally, a finite group G is said to act on X if G can be embedded
into Aut(X). Hence for any fixed Riemann surface X of genus g ≥ 2 Hurwitz’s
Theorem implies that there are only finitely many groupsG (up to isomorphism)
acting on X .

But conversely, given a finite group G, there always is an infinite set spec(G) of
integers g ≥ 2, called the genus spectrum of G, such that there is a Riemann
surface of genus g being acted on by G, see [8, 12]. The problem of determining
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spec(G) is called the Hurwitz problem associated with G, see [12], where the
minimum of spec(G), being called the strong symmetric genus of G, is of
particular interest. For more details and the state of the art for various classes
of groups we refer the reader to [3, 14] and the further references in there.

To attack the Hurwitz problem, in [8] a group theoretic invariant N(G) ∈ N,
now called the Kulkarni invariant of G, is introduced, such that

g ≡ 1 (mod N(G)) whenever g ∈ spec(G). (∗)

Hence we may define the reduced genus spectrum of G as

spec0(G) :=

{
g − 1

N(G)
∈ N; g ∈ spec(G)

}
⊆ N.

Then it is also shown in [8] that the the complement N\spec0(G) is finite, hence
N(G) appropriately describes the asymptotic behaviour of spec(G). Moreover,
this also says that N(G) is the (unique) maximal integer such that (∗) holds.

(1.2) Groups of GK type. As was already said, the Kulkarni invariant N(G)
is of group theoretic nature, where the details are given in our restatement of
Kulkarni’s Theorem [8] in (2.2). The essential ingredient is a structural property
of the Sylow 2-subgroups of G. As it turns out, the necessary notions can be
defined for any finite p-group, where p is a rational prime:

Let G be a finite p-group, and let

exp(G) := lcm{|x| ∈ N;x ∈ G} = max{|x| ∈ N;x ∈ G}

be the exponent of G. Then G is said to be of Gorenstein-Kulkarni type, or
of GK type for short, if the set

K(G) := {x ∈ G; |x| < exp(G)} ⊆ G

of all elements of non-maximal order is a maximal subgroup of G. In this case,
K(G) ⊳G of course is a normal subgroup, and is called the GK kernel of G.

In particular, any non-trivial cyclic p-group is of GK type, but the trivial group
is not. We note that for p = 2 this is essentially the notion of groups of ‘type
II’ defined in [8], except that there the cyclic groups were excluded. Of course,
the notion of groups of ‘type II’ is the motivation for the considerations made
here, and the name ‘Gorenstein-Kulkarni type’ is reminiscent of [8] and the
acknowledgements made in there.

(1.3) Other classes of p-groups. Groups of GK type will be the main objects
of study in the present paper. But right now it seems to be worth-while to
discuss briefly the relationship of the GK property to a few other, well-known
group theoretical notions for p-groups:
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i) Let G be a finite p-group. Then G is said to have the maximum exponent
property (MEP), if the set K(G) ⊆ G is a subgroup (which then of course
is normal) such that G/K(G) is abelian. This notion was introduced in [11],
excluding the case p = 2; and of course any group of GK type has MEP.

ii) For i ∈ N0 let

Gp
i

:= 〈xp
i

∈ G;x ∈ G〉 EG.

Then G is called powerful (POW), if either p is odd and G/Gp is abelian,
or p = 2 and G/G4 is abelian, see [10, Ch.6.1]. In particular, any abelian
group is powerful, hence this notion can be seen as a (proper) generalisation of
being abelian. Moreover, any powerful group has MEP, as is seen by essentially
repeating the argument given in [11] for the case p odd:

If G is powerful, then by [10, La.6.1.9]

Gp
i

/Gp
i+1

→ Gp
i+1

/Gp
i+2

: xGp
i+1

7→ xpGp
i+2

is an epimorphism for all i ∈ N0. Hence letting exp(G) = pe for some e ∈ N0,

we conclude that G→ G : x 7→ xp
e−1

is a homomorphism, whose kernel is K(G),
which hence is a subgroup. Letting G(1) EG denote the derived subgroup of G,
we from G(1) ≤ Gp ≤ K(G) for p odd, and G(1) ≤ G4 ≤ G2 ≤ K(G) for p = 2,
infer that G/K(G) is abelian, thus G has MEP. ♯

iii) The group G is called regular (REG), if for all x, y ∈ G we have

(xy)p = xpypz, for some z ∈ ((〈x, y〉)(1))p,

see [6, Sect.III.10]. In particular, any abelian group is regular, hence this notion
can also be seen as generalisation of being abelian; note that this is a proper
generalisation for p odd, while for p = 2 by [6, Thm.III.10.2] the regular groups
are precisely the abelian ones. Moreover, for p odd neither of the notions of
being regular and being powerful implies the other; in particular Wielandt’s
example reproduced in [6, Sect.III.10.3] is powerful but not regular.

Thus, in view of the the implications just mentioned, the above classes of p-
groups are related to each other as depicted in the following Venn diagram,
where AB denotes the class of abelian groups, and for p = 2 the region REG
has to be deleted; but we point out that we do not try to represent the various
classes in any sense according to their (asymptotic) size:

GK POW

MEP

AB
REG
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Indeed, there are no further general implications between these properties, that
is all the regions depicted are actually non-empty, as can be verified by the search
techniques described in Section 6. We just mention the following examples: The
elementary abelian group C2

p , since K(C2
p ) = {1}, is not of GK type; by (7.2)

there are non-abelian groups of shape C3
p .Cp which are of GK type but are

not powerful; and the extraspecial group E+(p2+1) of order p3 and exponent p,
where p is odd, is regular, but since K(E+(p2+1)) = {1} does not have MEP.

(1.4) GK trees. Hence groups of GK type, to all of our knowledge, form a
new class of p-groups, where it remains to be seen whether this indeed is an
interesting one. In particular, it is unclear whether this notion is of relevance
outside the realm of p-groups; for example we are wondering whether and how
the structure of a finite group is influenced by the fact that a Sylow (2-)subgroup
is of GK type or not.

The purpose of the present paper is to understand the properties of groups of
GK type, and to set up some machinery to proceed towards their classification.
The basic idea is to organise the groups of GK type, for a fixed rational prime
p, into a directed graph whose directed edges are given by connecting a group
of GK type to its GK kernel. It is immediate that its connected components are
trees, where since walking along directed paths amounts to iterating the step of
taking a GK kernel, any such GK tree is rooted at a group not of GK type.

The GK trees considered here are, of course, modelled after the so-called co-class
trees used in the classification business of all p-groups; as general references for
details about co-class theory and the structure of co-class trees see for example
[10] and [4], respectively. The most noticeable difference between the former
and the latter, apart from a slightly changed terminology, is that our GK trees
grow from bottom up, while co-class trees grow from top down. This behaviour
of GK trees (being much more sensible from a biological viewpoint anyway) is
due to the fact that GK groups are related to each other by forming (cyclic)
upward extensions, while groups with fixed co-class are related to each other by
forming (central) downward extensions.

Still, quite a few similarities remain, motivating the following questions; formal
definitions of the relevant notions will be given in Section 3: • Are there finite
GK trees? • Does a finite GK tree always consist of a single vertex? • Does an
infinite GK tree have finitely many ‘stems’ (called ‘main-lines’ in [4])? • Does
an infinite GK tree even have a single stem? • How do the ‘bushes’ (called
‘branches’ in [4]) of a GK tree look like? • Is a GK tree always ‘periodic’ (in
the sense of [4])?

In the present paper we will answer the question of finiteness affirmatively, and
achieve a complete description of the stems of a GK tree. In particular, it will
be shown that there are finite GK trees having more than one vertex, and that
an infinite GK tree might have more than one, but always has finitely many
stems. A discussion of the bushes and of periodicity of GK trees is left to the
sequel [13] to the present paper.
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Outline. The paper now is organised as follows: • In Section 2, we begin our
journey by reformulating Kulkarni’s Theorem in terms of groups of GK type,
and prove a reduction argument. Actually, this was the original incentive for
the present work, and already contains the germ of relating groups of GK type
to their iterated GK kernels. We conclude by giving a simple statement re-
lating the group structure of a finite group to the GK property of its Sylow
2-subgroups. • In Section 3 we introduce groups of GK type formally, together
with some associated group theoretic notions, and collect a few immediate prop-
erties. Moreover, we introduce GK trees formally, together with the relevant
graph theoretic notions. • In Section 4 we develop the necessary machinery of
cyclic extensions. • In Section 5 we give a group theoretical characterisation of
whether a p-group not of GK type is the root of an infinite GK tree. Moreover,
in this case, we describe the branching behaviour of the stems, and the groups
attached to the vertices lying on the stems. • In Section 6 we present a collec-
tion of examples consisting of 2-groups. These largely have been found in the
first place by searching the SmallGroups database [1] available in through the
computer algebra system GAP [5]. • In Section 7, finally, we present a collection
of ‘generic’ examples, in the sense that the prime p is treated as a parameter.

The reader is recommended to keep the trees depicted in Tables 1–7 in mind
while going through the theoretical parts of the paper. For the relevant back-
ground from general group theory and the theory of p-groups, we refer for ex-
ample to [6] and [10], respectively.

Acknowledgements. We both gratefully acknowledge generous hospitality of
the Harish-Chandra Research Institute (HRI), Allahabad, where we had the op-
portunity to meet D. N. Verma, discussions with whom left us deeply impressed.
Moreover, important parts were carried out when the second author was enjoy-
ing hospitality of Professor Aner Shalev at Hebrew University Jerusalem, sup-
ported by a Golda Meir Fellowship (2008–2009), and hospitality of Professor
Gerhard Hiss at RWTH Aachen (September 2008). Finally, we would like to
thank Avionam Mann for helpful suggestions.

2 The Kulkarni invariant

In this section we reformulate Kulkarni’s Theorem using the language of groups
of GK type. We then proceed to give a reduction, based on group theoretic
transfer, of the proof of Kulkarni’s Theorem to the case where the Sylow 2-
subgroups of the group under consideration are not of GK type. Actually,
proving this reduction was the initial ignition to pursue the idea of relating p-
groups of GK type to each other by going over to GK kernels and iterating this
step; we comment on this at the end of (2.3).

Unfortunately, in the case of Sylow 2-subgroups not of GK type pure group
theory does not seem to provide a conceptually better proof of Kulkarni’s The-
orem than the one using the combinatorics of the Riemann-Hurwitz equation
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already presented in [8]. We just note that, since non-trivial cyclic groups are
of GK type but are not of ‘type II’, our approach still leads to an improvement
by allowing to avoid the case distinction in [8, Sect.2.10].

Anyway, the Riemann-Hurwitz equation is the key tool to relate the property
of G acting on a Riemann surface of genus g ≥ 2 to a group theoretic invariant;
we recall the relevant theorem, again due to Hurwitz [7], for convenience:

(2.1) Theorem: (Hurwitz [7]). Let G be a finite group. Then G acts on a
Riemann surface of genus g ≥ 2 if and only if there are h, r ∈ N0 and integers
n1, . . . , nr ≥ 2, fulfilling the Riemann-Hurwitz equation

2 · (g − 1) = |G| ·

(
2 · (h− 1) +

r∑

i=1

(1 −
1

ni
)

)
,

such that there exits a generating set {a1, b1, . . . , ah, bh; c1, . . . , cr} of G such
that |ci| = ni, for all i ∈ {1, . . . , r}, and fulfilling the long relation

[a1, b1] · · · · · [ah, bh] · c1 · · · · · cr = 1;

here [x, y] := x−1y−1xy ∈ G denotes the commutator of x, y ∈ G.

The elements of {a1, b1, . . . , ah, bh} and {c1, . . . , cr} are called hyperbolic and
elliptic generators, respectively.

(2.2) Theorem: (Kulkarni [8]). Let G be a finite group, and for any rational
prime p let Gp denote a Sylow p-subgroup of G. Moreover, let

γ(G) :=

{
2, if G2 6= {1} and G2 is not of GK type,
1, if G2 = {1} or G2 is of GK type.

Then the Kulkarni invariant of G is given as

N(G) =
1

γ(G)
·
∏

p | |G|

|Gp|

exp(Gp)
.

(2.3) Reduction to the case where G2 is not of GK type. We present a
reduction of the proof of (2.2) to the case where G2 is not of GK type. Hence
we may assume the assertion to be true if G2 is not of GK type. The approach
is based on group theoretic transfer, which we assume the reader to be familiar
with; as a general reference see for example [6, Sect.IV].

i) Let G2 be of GK type, let K(G2) := {x ∈ G2; |x| < exp(G2)}⊳G2 be its GK
kernel, let π : G2 → G2/K(G2) ∼= C2

∼= {±1} be the natural epimorphism, and
let ϕ : G → {±1} be the associated transfer homomorphism with kernel H :=
ker(ϕ)EG. Recall that any element x ∈ G can be uniquely written as x = x2x2′ ,
where x2, x2′ ∈ G such that |x2| is a 2-power, |x2′ | is odd and x2x2′ = x2′x2.
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An element x is said to have 2-maximal order if |x2| = exp(G2) = expp(G),
the 2-exponent of G. We first show that

H = {x ∈ G;x does not have 2-maximal order} :

In order to do so, let x ∈ G. Since |x2′ | is odd, we have ϕ(x2′ ) = 1, implying
that ϕ(x) = ϕ(x2), thus to determine ϕ(x) ∈ {±1} we may assume that x = x2

is a 2-element. Moreover, there are y1, . . . , yt ∈ G and r1, . . . , rt ∈ N, for some
t ∈ N, such that

∑t

i=1 ri = [G : G2] and

yix
riy−1

i ∈ G2, for all i ∈ {1, . . . , t}, and ϕ(x) =

t∏

i=1

π(yix
riy−1

i ).

Since |yix
riy−1

i | = |xri |, for all i ∈ {1, . . . , t}, we conclude that yix
riy−1

i ∈
K(G2) whenever x does not have 2-maximal order, and thus we have ϕ(x) = 1
in this case. If x has 2-maximal order, then we similarly have yix

riy−1
i ∈ K(G2)

if and only if ri is even, thus letting

l := |{i ∈ {1, . . . , t}; ri is odd}| ∈ N0

we get ϕ(x) = (−1)l, where from
∑t

i=1 ri = [G : G2] being odd we conclude
that the cardinality l is odd as well, implying that ϕ(x) = −1 in this case. This
shows that H is as asserted; in particular we have H ⊳G such that G/H ∼= C2.

ii) Now, for g ∈ spec(G) we have to show that g ≡ 1 (mod N(G)), where
N(G) ∈ N is given by the formula in the assertion: To this end, we choose a
generating set {a1, b1, . . . , ah, bh; c1, . . . , cr} of G as in Hurwitz’s Theorem (2.1).
Still writing ni := |ci| for all i ∈ {1, . . . , r}, dividing both sides of the associated
Riemann-Hurwitz equation by 2 ·N(G) yields

g − 1

N(G)
=




∏

p | |G|

exp(Gp)



 ·

(
(h− 1) +

r∑

i=1

ni − 1

2ni

)
∈ Q.

Thus we have to show that the latter expression actually is an integer:

The i-th summand ni−1
2ni

·
∏
p | |G| exp(Gp) ∈ Q is an integer if ci does not have

2-maximal order, while if ci has 2-maximal order, then ni is even and thus the
number ni−1

2ni
·
∏
p | |G| exp(Gp) ∈ Q is half an integer but not an integer. Hence

we have to show that the cardinality

m := |{i ∈ {1, . . . , r}; ci has 2-maximal order}| = |{i ∈ {1, . . . , r};ϕ(ci) = −1}|

is even: Applying the transfer homomorphism ϕ : G → {±1} to the long rela-
tion associated with the generating set {a1, b1, . . . , ah, bh; c1, . . . , cr}, and using
G(1) ≤ H , we get ϕ(c1) · · · · · ϕ(cr) = 1, implying that m is even.

iii) We finally proceed to show that for all but finitely many g ≥ 2 satisfying
g ≡ 1 (mod N(G)) we actually have g ∈ spec(G): In order to do so, we may
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assume that the assertion has been proved for H , since if a Sylow 2-subgroup
H2 of H is of GK type again we may proceed by induction, while if H2 is not of
GK type we assume the assertion to be true anyway; note that in particular the
trivial group is not of GK type, but the assertion holds for that group anyway.

Hence by assumption there is k ∈ N such that we have g′ ∈ spec(H) whenever
g′ ≥ 2 satisfies

g′ ≡ 1 (mod N(H)) and
g′ − 1

N(H)
≥ k,

where N(H) is given by the formula in the assertion. For any such g′ there
is a generating set {a1, b1, . . . , ah, bh; c1, . . . , cr} of H as in Hurwitz’s Theorem
(2.1). Extending the generating set of H by hyperbolic generators ah+1 =
bh+1 ∈ G \H , we again obtain a generating set of G fulfilling the long relation,
and the Riemann-Hurwitz equation yields

2·(g−1) = |G|·

(
2h+

r∑

i=1

(1 −
1

ni
)

)
= 2·|H |·

(
2 +

2 · (g′ − 1)

|H |

)
= 4·(|H |+g′−1).

From exp(Gp) = exp(Hp) for p odd, and exp(G2) = 2 exp(H2), we get N(G) =
γ(G) ·N(G) = γ(H) ·N(H). This implies

g − 1

N(G)
=

2 · (|H | + g′ − 1)

γ(H) ·N(H)
=

2

γ(H)
·
g′ − 1

N(H)
+
∏

p | |G|

exp(Gp),

where the second summand is even.

Extending the generating set of H by elliptic generators cr+1 = c−1
r+2 ∈ G \H

instead, we obtain a generating set of G fulfilling the long relation, where the
Riemann-Hurwitz equation this time yields

2·(g−1) = 2·|H |·

(
2 ·

nr+1 − 1

nr+1
+

2 · (g′ − 1)

|H |

)
= 4·

(
nr+1 − 1

nr+1
· |H | + g′ − 1

)
,

implying
g − 1

N(G)
=

2

γ(H)
·
g′ − 1

N(H)
+
nr+1 − 1

nr+1
·
∏

p | |G|

exp(Gp),

where since cr+1 has 2-maximal order the second summand is odd.

In conclusion, since 2
γ(H) ∈ {1, 2}, we have g ∈ spec(G) whenever g ≥ 2 satisfies

g ≡ 1 (mod N(G)) and
g − 1

N(G)
≥

2

γ(H)
·k+

∏

p | |G|

exp(Gp). ♯

We remark that, in part (iii) of the above proof, from G2/(G2∩H) ∼= G2H/H =
G/H ∼= C2 we infer that the Sylow 2-subgroup of H can be chosen as

H2 := G2 ∩H = {x ∈ G2;x does not have 2-maximal order} = K(G2).

Hence a single step in the above reduction process amounts to taking a GK
kernel, and the induction argument just says to iterate this.
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(2.4) Corollary. Let G be a 2-perfect group, that is [G : G(1)] is odd. Then
the Sylow 2-subgroups of G are not of GK type.

Proof. Assume to the contrary that the Sylow 2-subgroups ofG are of GK type.
Then H = {x ∈ G;x does not have 2-maximal order} is a normal subgroup of
index 2, a contradiction. ♯

We remark that a special case of (2.4) is already contained in [8]: Using the
combinatorics of the Riemann-Hurwitz equation it is shown there that the Sylow
2-subgroups of a perfect group G are not of GK type. Finally we note that the
statement of (2.4) does not hold for p odd: For example, the symmetric group
S3 is 3-perfect, but its Sylow 3-subgroups are cyclic, thus are of GK type.

3 Groups of Gorenstein-Kulkarni type

Having the new notion of groups of GK type in our hands, we now set out to
develop some theory to understand their structure and to proceed towards a
classification. We begin by recalling the basic definition:

(3.1) Groups of GK type. a) Let p be a rational prime. A finite p-group G
is said to be of Gorenstein-Kulkarni type, or GK type for short, if the set

K(G) := {g ∈ G; |g| < exp(G)} ⊆ G

of all elements of non-maximal order is a maximal subgroup of G.

In this case, K(G) ⊳ G is a characteristic subgroup of G of index p, being
called the GK kernel of G. Hence G is of GK type if and only if there is an
epimorphism π : G→ Cp such that ker(π) = K(G).

Note that the condition on K(G) might fail in various ways: The set K(G) might
fail to be a subgroup, or K(G) might be a subgroup but fails to be maximal; for
examples see (6.1). In particular, the trivial group is not of GK type.

b) As was already mentioned earlier, the key tool to describe groups of GK type
is the following idea: If G is of GK type, then its GK kernel K(G) might be of
GK type again. In this case we may iterate the process of taking GK kernels,
until we end up with a group not being of GK type. More formally, letting

K0(G) := G and Ki+1(G) := K(Ki(G)), for i ∈ N0,

yields a strictly descending chain of subgroups, called the GK series of G,

R := Kl(G) < Kl−1(G) < · · · < K2(G) < K1(G) = K(G) < K0(G) = G,

for some l ∈ N, where R is not of GK type. Then l = l(G) ∈ N is called the
GK level, and R is called the GK root of G; for completeness R is given
GK level l(R) := 0. Moreover, Ki(G) E G is a characteristic subgroup, for all
i ∈ {0, . . . , l}, and G is called a GK extension of Ki(G).



10

Note that, if G has GK level l = 1, then it might still have a maximal subgroup
being of GK type, or if G has GK level l ≥ 2, then it might have maximal
subgroups different from K(G) being of GK type; for examples see (6.2).

(3.2) Immediate properties of groups of GK type. Let G be a group of
GK type of level l ∈ N, having root R := Kl(G).

a) For any x ∈ G \ K(G) and i ∈ {0, . . . , l− 1} we have xp
i

∈ Ki(G) \ Ki+1(G).

This for i ∈ {0, . . . , l} implies Ki(G) = 〈xp
i

, R〉 and G = 〈x,Ki(G)〉; the latter
can be rephrased as G/Ki(G) ∼= Cpi , that is G is a cyclic extension of Ki(G).

Moreover, from [G : Ki(G)] = pi and exp(Ki(G)) = exp(G)
pi we infer

|G|

exp(G)
=

|Ki(G)|

exp(Ki(G))
=

|R|

exp(R)
, for all i ∈ {0, . . . , l}.

Hence we have δ(G) = δ(Ki(G)) = δ(R), where δ(G) ∈ N0 denotes the cyclic
deficiency of G being defined as

δ(G) := logp(
|G|

exp(G)
) = logp(|G|) − logp(exp(G));

note that we have δ(G) = 0 if and only if G is cyclic.

b) For any finite p-group H let Φ(H) E H be its Frattini subgroup. Recall

that by Burnside’s Basis Theorem [6, Thm.III.3.15] we have H/Φ(H) ∼= C
r(H)
p ,

where r(H) ∈ N0 is called the (generator) rank of H , and coincides with the
cardinality of any minimal generating set of H .

Then we have Φ(G) ≤ K(G), in particular implying that exp(Φ(G)) < exp(G).
But we have Φ(G) 6≤ K2(G) if l ≥ 2, implying that in this case Φ(K(G)) ≤
K2(G) ∩ Φ(G) < Φ(G). Moreover, we have

1 ≤ r(G) ≤ r(K(G)) ≤ · · · ≤ r(Kl−1(G)) ≤ r(R) + 1 :

Since Kl−1(G) is a cyclic extension of R, we have r(Kl−1(G)) ≤ r(R) + 1. Now
consider Ki(G) for i ∈ {0, . . . , l−2}. Then Ki+1(G) is of GK type again, and for
g ∈ Ki(G)\Ki+1(G) we have gp ∈ Ki+1(G)\Ki+2(G). Since Ki+2(G) < Ki+1(G)
is a maximal subgroup, we have gp 6∈ Φ(Ki+1(G)). Hence there is a minimal
generating set of Ki+1(G) containing gp, and thus r(Ki(G)) ≤ r(Ki+1(G)). ♯

(3.3) Example: Abelian groups. The first examples we are tempted to look
at are the abelian groups: Let G be an abelian p-group with abelian invariants
(pe1 , . . . , per ), where r ∈ N0 and 0 < e1 ≤ · · · ≤ er; we allow for r = 0, letting
e0 := 0, to catch the case G = {1}.

If G 6= {1}, that is r ≥ 1, then from exp(G) = per we conclude that the
set K(G) = {x ∈ G; |x| < per} is a subgroup of G, having abelian invariants
(pe1 , . . . , pes−1 , per−1, . . . , per−1), where s ∈ {1, . . . , r} is the unique number such
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that es−1 < es = · · · = er. Thus G is of GK type if and only if s = r ≥ 1,
or equivalently r ≥ 1 and er−1 < er. In particular, for r = 1 we recover the
(obvious) fact that any non-trivial cyclic p-group is of GK type.

If G is of GK type, then G has GK level l := er − er−1 ∈ N, and for all i ∈
{0, . . . , l} the abelian invariants of Ki(G) are (pe1 , . . . , per−1 , per−i). In particu-
lar, the GK root R := Kl(G) of G has abelian invariants (pe1 , . . . , per−1 , per−1)
whenever r ≥ 2, while for r = 1, that is G 6= {1} is cyclic, we get the trivial
group {1} as GK root. In particular, we have r(R) = r whenever G has rank
r(G) = r ≥ 2, but r(R) = 0 if r(G) = r = 1.

(3.4) Trees and stems. Our overall aim now is to get an overview over the
(isomorphism types of) groups of GK type in terms of their roots:

a) To this end, for any (isomorphism type of) finite p-groupR not of GK type we
define a connected directed tree T (R) rooted in R, being called the associated
GK tree, as follows: The vertices of T (R) are the root R, together with the
(isomorphism types of) finite p-groupsG being of GK type and having R as their
root, and from any vertex G of GK type of T (R) precisely one edge emanates
and this edge ends in K(G).

An extended collection of explicit examples is given in Sections 6 and 7, sup-
ported by the pictures in Tables 1–7. These examples in particular show that
T (R) might have precisely one vertex, namely only the root R, which just means
that R does not occur as a GK root, and that there are GK trees having more
than one, but finitely many vertices. Finally, except the obvious cases in Table
3, the depicted finite segments seem to indicate periodic behaviour, at least from
some level on, hence in particular these trees should be infinite; it will follow
from (5.1) that the trees shown are indeed infinite.

We remark that, by (3.2), all the groups belonging to T (R) have the same
cyclic deficiency, namely δ(R), which hence is an invariant associated to T (R).
But the rank of the groups occurring might indeed vary, following the general
pattern described in (3.2), and more specially the pattern in (4.3) in the ‘triv-
ial’ extension case discussed below; we will have an eye on this in the explicit
examples given later.

b) In order to describe the structure of infinite GK trees, we first need the
following notion: Note first that, since T (R) is a tree, for any G in T (R) there
is a unique directed path in T (R), say

G = Gl → Gl−1 → · · · → G1 → G0 = R,

connecting G with the root R; its length l ∈ N0 coincides with the GK level of
G. Moreover, T (R) is locally finite in the sense that there are only finitely
many directed paths of any fixed length, or equivalently there only finitely many
(isomorphism types of) groups in T (R) of any fixed GK level.

An infinite directed path in T (R), say

· · · → G2 → G1 → G0 = R,
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ending in the root R is called a stem of T (R). Then, since T (R) is locally
finite, we conclude that T (R) is infinite if and only if it has directed paths of
arbitrarily large length, which in turn is equivalent to T (R) having a stem.

(3.5) Example: The trivial group. The prototypical example of an infinite
GK tree is the tree T ({1}) rooted at the trivial group: As was already discussed
in (3.3), if G 6= {1} is cyclic then G belongs to T ({1}), and since conversely
any GK extension of the trivial group is cyclic, the GK extensions of the trivial
group are precisely the cyclic groups Cpl , for all l ∈ N, where l coincides with
the GK level. Thus T ({1}) is infinite, but as such is as simple as possible, just
being a single stem without any branching, just consisting of the directed edges
Cpl → Cpl−1 ; see Table 1.

(3.6) Bushes. Let R be a finite p-group not of GK type, and let T (R) be the
associated GK tree. In order to describe the vertices of T (R) not lying on any
of the stems we introduce new invariants as follows:

a) Let G in T (R) be connected to the root R by the directed path

G = Gl → Gl−1 → · · · → G1 → G0 = R

of length l ∈ N0. Then we let the height s = s(G) ∈ {0, . . . , l} of G be the
largest number such that Gs lies on a stem of T (R). Moreover, the depth
t = t(G) := l − s ∈ N0 of G coincides with the distance of G from any of the
stems of T (R); in particular, G has depth t = 0 if and only if it lies on a stem.

Next, for any vertex H in T (R), let T (H) be the full sub-tree of T (R) rooted in
H , that is the tree consisting of the vertices in T (R) possessing a directed path
to H , and the directed edges of T (R) between them; hence T (H) is infinite if
and only if H lies on a stem of T (R).

Now, let the bush B(H) rooted in H be the sub-tree of T (H), in turn, consisting
of the vertex H together with the vertices of T (H) not lying on any of the stems
of T (R), and the directed edges between them. Thus B(H) is finite, where we
more formally have

B(H) := {H} ∪ {G ∈ T (H); t(G) ≥ 1}.

Hence for the most interesting case of H lying on a stem of T (R) we have

B(H) = {H}
.
∪ {G ∈ T (R);Gs(G) = H},

that is, in prosaic words, B(H) captures precisely the vertices G of T (R) being
reached by branching off a stem of T (R) at the vertex H , and the depth of G
coincides with the distance of G from the root H of B(H).

For completeness, if T (R) is finite, then for any vertex G in T (R) we let s =
s(G) := 0 and t = t(G) := l ∈ N0; in particular, G has depth t = 0 if and only
if G = R. Moreover, for the most interesting case of the bush rooted at R we
just recover B(R) = T (R), that is T (R) is just the bush rooted in R.
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b) Finally, we turn to periodicity: Let T (R) be infinite, such that there is
precisely one stem,

· · · → H2 → H1 → H0 = R.

Given k ∈ N, the tree T (R) is called k-periodic from level l ∈ N0 on, or just
periodic in the case k = 1, if for all s ≥ l the bushes B(Hs) and B(Hs+k) are
isomorphic as directed trees.

We remark that, if T (R) has more than one but finitely many stems, we may
go over to suitable full sub-trees T (H) instead, where H lies on a stem of T (R)
and has a sufficiently large level, so that T (H) has only one stem; actually, as
will be shown in (5.6), any infinite GK tree indeed has only finitely many stems.

We are now prepared to specify the further programme: The overall aim, of
course, is to analyse the structure of GK trees. In the present paper we proceed
to give a group theoretic criterion on the root group deciding whether the asso-
ciated GK tree is infinite, and in this case describing the branching behaviour
of the stems, and the groups attached to the vertices belonging to the stems.
In the sequel [13] of the present paper we will then tackle the description of the
bushes, and deal with questions of periodicity.

4 Cyclic extensions

We now proceed to develop a framework to describe GK extensions. To do so,
we first, without further assumptions, look at cyclic extensions in general.

(4.1) Cyclic extensions. Let H be a finite group, and let G be a cyclic
extension of H of degree d ∈ N, that is we have H ⊳ G such that G/H ∼= Cd;
the cyclic extension is called proper if d > 1. Let g ∈ G such that G = 〈g,H〉;
this is equivalent to saying 〈g〉 = G/H , where : G→ G/H denotes the natural
epimorphism.

Let κg ∈ Aut(H) be the conjugation automorphism

κg : H → H : y 7→ yg := g−1yg

induced by g. Hence letting h := gd ∈ H we infer that (κg)
d = κh ∈ Inn(H) is

an inner automorphism, and thus κg ∈ Out(H) := Aut(H)/Inn(H) has order
dividing d, where again : Aut(H) → Out(H) denotes the natural epimorphism.

The cyclic extension is called trivial if κg = idH ∈ Out(H). In this case there
is y ∈ H such that κg = κy ∈ Inn(H), and replacing g ∈ G by gy−1 ∈ G
we still have G = 〈gy−1, H〉, hence we may assume that κg = idH , that is g
centralises H . The cyclic extension is called faithful if |κg| = d, that is the
order of κg ∈ Out(H) and the degree of the extension coincide. In general, any
cyclic extension can be written as a faithful extension of a trivial extension:

Let |κg| = k | d. Then letting T := 〈gk, H〉 E G we have H ≤ T ≤ G such
that G/T ∼= Ck and T/H ∼= C d

k
. Since κgk = (κg)

k = idH ∈ Out(H) we
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conclude that T is a trivial extension of H . In order to show that G is a faithful
extension of T , letting κT,g ∈ Aut(T ) be the conjugation automorphism of T
induced by g, we have to verify that κT,g ∈ Out(T ) has order a multiple of k:
Let j ∈ Z such that (κT,g)

j ∈ Inn(T ), thus there are i ∈ Z and y ∈ H such that
(κT,g)

j = κT,giky ∈ Inn(T ), implying that κgj−ik = κy ∈ Inn(H), hence k | j. ♯

As is to be expected, faithful extensions are of a cohomological flavour, and
will be dealt with in the sequel [13] to the present paper. Here, we will deal
with trivial extensions, since it will turn out that trivial GK extensions are the
appropriate tool to describe the stems of GK trees.

(4.2) Trivial extensions. a) We collect a few immediate properties of trivial
extensions. In order to do so, let H be a finite group, and let G = 〈g,H〉 be a
trivial extension of H of degree d ∈ N, where κg = idH .

i) Since g ∈ G centralises H , we have g ∈ Z(G), where the latter denotes the
centre of G. Moreover, we get Z(H) ≤ Z(G), or equivalently Z(H) = Z(G)∩H ,
and thus Z(G) = 〈g〉Z(H). This yields the natural isomorphism

G/Z(G) = HZ(G)/Z(G) ∼= H/(Z(G) ∩H) = H/Z(H);

thus in particular we have d = [G : H ] = [Z(G) : Z(H)].

ii) For the derived and lower central series we get the following: Using the
notation of [10, Ch.1.1], we let G(0) := G and G(i+1) = [G(i), G(i)], for i ∈ N0,
as well as γ1(G) := G and γi+1(G) = [G, γi(G)], for i ∈ N, respectively. Then,
since g ∈ G centralises H , for the derived subgroups we get G(1) = H(1), from
which we infer

G(i) = [G(i−1), G(i−1)] = [H(i−1), H(i−1)] = H(i), for all i ∈ N,

and from γ2(G) = G(1) = H(1) = γ2(H) we get

γi(G) = [G, γi−1(G)] = [G, γi−1(H)] = [H, γi−1(H)] = γi(H), for all i ≥ 2;

thus if H 6= {1} then G has the same derived length and nilpotency class as H .

iii) Moreover, have the following commutative diagram, where the horizontal
arrows are the commutator maps associated with G and H , respectively, and
the vertical arrows are the natural maps induced by the embedding H ≤ G,
which are both isomorphisms by the above considerations:

G/Z(G) ×G/Z(G)
(aZ(G),bZ(G)) 7→[a,b]
−−−−−−−−−−−−−−→ G(1)

∼=

x
x∼=

H/Z(H) ×H/Z(H) −−−−−−−−−−−−−−→
(xZ(H),yZ(H)) 7→[x,y]

H(1)

In particular, this implies that G and H are isoclinic, see [2, Ch.III.1].
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(4.3) Trivial extensions of p-groups. More specifically, let G = 〈g,H〉 be a
proper trivial extension of the p-group H of degree pl, for some l ∈ N, where
κg = idH . Then, by Burnside’s Basis Theorem [6, Thm.III.3.15], from G(1) =
H(1) and Gp = 〈gp〉Hp we get

Φ(G) = GpH(1) = 〈gp〉HpH(1) = 〈gp〉Φ(H).

Note that G̃ := 〈gp, H〉 = 〈gp〉H ⊳ G, which is of index p in G, is again a

trivial extension of H , now of degree pl−1. Thus, if l ≥ 2 we get Φ(G̃) =

〈gp
2

〉Φ(H) ⊳ Φ(G), which is of index p in Φ(G), hence for the rank of G and G̃

we infer that r(G) = r(G̃).

If l = 1, that is gp ∈ H , depending on whether gp ∈ Φ(H) or not we have
Φ(H) = Φ(G) or Φ(H) < Φ(G), respectively. Thus in the former case we get

r(G) = r(H) + 1, while in the latter case, since gp
2

∈ Φ(H) anyway, we infer
that Φ(H) has index p in Φ(G), hence r(G) = r(H).

In particular, if G is a trivial GK extension of its root R of level l ∈ N, then

1 ≤ r(G) = r(K(G)) = · · · = r(Kl−1(G)) ≤ r(R) + 1.

(4.4) Parents. We are now prepared to put things into a more structural
perspective, showing that the trivial extensions of a fixed finite group H of
degree d coincide with certain epimorphic images of suitable universal groups:

a) To this end, with some foresight we fix h ∈ Z(H), where the case h = 1 is
explicitly allowed. Moreover, let Cd·|h| be an abstract copy of the cyclic group
of order d · |h|, and let ĝ ∈ Cd·|h| be a generator, that is we have 〈ĝ〉 = Cd·|h|.
Then the associated parent group is defined as the direct product

Ĝ := 〈ĝ〉 ×H.

Now we consider the centrally amalgamated product Ĝ/C, where

C := 〈(ĝd, h−1)〉 ≤ 〈ĝ〉 × Z(H) = Z(Ĝ) ≤ Ĝ,

a cyclic central subgroup of order |h|. Note that Ĝ only depends on the order |h|,

while Ĝ/C explicitly depends on the choice of h; in particular we have C = {1}

if and only if h = 1. We show that Ĝ/C is a trivial extension of H of degree d
such that κbg = idH :

By construction, we have (〈ĝ〉×{1})∩C = {1} and ({1}×H)∩C = {1}, hence

both 〈ĝ〉 and H can be considered as normal subgroups of Ĝ/C, via the natural

embeddings 〈ĝ〉 → Ĝ/C : ĝ 7→ (ĝ, 1)C and H → Ĝ/C : y 7→ (1, y)C, respec-

tively. Using these identifications, we have Ĝ/C = 〈ĝ, H〉, where ĝ centralises

H . Moreover, for k ∈ Z and y ∈ H we have (ĝ, 1)kC = (1, y)C ∈ Ĝ/C if and

only if (ĝk, y−1) ∈ C ≤ Ĝ, which holds if and only if d | k and y = h
k
d . Hence,

again using the above identifications, we get 〈ĝ〉 ∩ H = 〈ĝd〉 = 〈h〉 ≤ Ĝ/C,
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implying the assertion concerning the degree; note that this also shows that
ĝd = h ∈ H ≤ Ĝ/C. ♯

b) This shows that the quotients of Ĝ with respect to the cyclic central sub-
groups of the form considered above all are trivial extensions of H of degree d;
in particular, the case h = 1 shows that Ĝ itself is such an extension of H . We
finally show that any trivial extension of H of degree d can be realised like this:

Let G = 〈g,H〉 be a trivial extension of H of degree d, where κg = idH . Then
let h := gd ∈ Z(H), hence we have 〈g〉 ∩H = 〈h〉 and thus |g| = d · |h|. Now

consider the parent group Ĝ := 〈ĝ〉 × H , where |ĝ| = |g|. Hence, since g ∈ G

centralises H , there is an epimorphism Ĝ → G : (ĝk, y) 7→ gk · y, for all k ∈ Z
and y ∈ H . Since we have gk · y = 1, or equivalently gk = y−1 ∈ 〈g〉 ∩H = 〈h〉,

if and only if d | k and y = h−
k
d , we infer that the above epimorphism has

cyclic central kernel C := 〈(ĝd, h−1)〉E Ĝ, implying that G ∼= Ĝ/C as desired. ♯

(4.5) Automorphisms of parents. We collect a few facts on automorphism
groups of parent groups, where in view of the applications to come we impose
a further technical restriction: More precisely, let still H be a finite group, let
Cn be an abstract copy of the cyclic group of order n ∈ N, where now

exp(Z(H)) | n,

let ĝ be a generator, that is we have 〈ĝ〉 = Cn, and let Ĝ := 〈ĝ〉 × H be the
associated parent group. We consider the group of automorphisms

Aut0(Ĝ) := {ϕ̂ ∈ Aut(Ĝ);H bϕ = H} ≤ Aut(Ĝ) :

Recall that both 〈ĝ〉 and H are identified with subgroups of Ĝ. Since H

is invariant under any ϕ̂ ∈ Aut0(Ĝ), we have a restriction homomorphism

Aut0(Ĝ) → Aut(H) : ϕ̂ 7→ ϕ̂|H , and the natural epimorphism Ĝ → Ĝ/H in-

duces a homomorphism Aut0(Ĝ) → Aut(Ĝ/H) ∼= Aut(Cn) ∼= Z∗
n.

Hence, given ϕ̂ ∈ Aut0(Ĝ), let α ∈ Aut(H) be its restriction to H , and let

k ∈ Z∗
n and z ∈ H such that ĝ bϕ = (ĝk, z), where since ĝ ∈ Z(Ĝ) we infer that

ĝ bϕ−k := ĝ bϕ · ĝ−k = z ∈ Z(Ĝ) ∩H = Z(H). Thus ϕ̂ is uniquely described by

(α, k, z) ∈ Aut(H) × Z∗
n × Z(H).

Conversely, given such a triple (α, k, z) ∈ Aut(H) × Z∗
n × Z(H), since we have

|z| | exp(Z(H)) | n = |ĝ| there is the homomorphism 〈ĝ〉 → Z(H) : ĝ 7→ z, and

thus we get an automorphism ϕ̂ ∈ Aut0(Ĝ) by letting

(ĝi, y)bϕ := (ĝi·k, zi · yα), for all i ∈ Z, y ∈ H.

Given ϕ̂′ ∈ Aut0(Ĝ) with associated triple (α′, k′, z′) ∈ Aut(H) × Z∗
n × Z(H),

we have

ĝ bϕbϕ′

= (ĝk, z)bϕ′

= (ĝkk
′

, (z′)k · zα
′

) and y bϕbϕ′

= yαα
′

,
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for all y ∈ H . Hence ϕ̂ϕ̂′ is associated with the triple (αα′, kk′, (z′)k · zα
′

) ∈
Aut(H) × Z∗

n × Z(H). Thus in conclusion we have

Aut0(Ĝ) ∼= (Aut(H) × Z∗
n) ⋉ Z(H),

where Aut(H) × Z∗
n acts on Z(H) by

Z(H) → Z(H) : z 7→ (zα)k
−1

= (zk
−1

)α, for all α ∈ Aut(H), k ∈ Z∗
n.

5 Stems

We are now prepared to state and prove a group theoretic criterion saying
whether a group not of GK type has an infinite tree attached to it, and in this
case describing the branching behaviour of its stems and how the groups on the
stems look like. As is to expected, trivial extension will play the crucial role.

(5.1) Theorem. Let H be a finite p-group. Then H has a proper trivial GK
extension if and only if exp(Z(H)) = exp(H).

In this case, H has proper trivial GK extensions of any p-power degree, and for
any such extension G we have exp(Z(G)) = exp(G).

Proof. Let G be a proper trivial GK extension of H , and let g ∈ G such that
G = 〈g,H〉 and κg = idH . Hence we haveG/H ∼= Cpl for some l ∈ N, and letting
exp(H) = pe, for some e ∈ N0, we have exp(G) = pe+l. Then since H ≤ K(G)
we have g ∈ G \K(G), implying that |g| = pe+l. Hence, since g ∈ Z(G) we have

exp(Z(G)) = exp(G). Moreover, h := gp
l

∈ Z(G) ∩H = Z(H), see (4.2), has
order |h| = pe, and hence we have exp(Z(H)) = exp(H).

Let conversely exp(Z(H)) = exp(H) = pe, for some e ∈ N0, and let h ∈ Z(H)

such that |h| = pe. For any l ∈ N let Ĝ := 〈ĝ〉 ×H be the parent group where

|ĝ| = pe+l, and let Ĝ/C be the centrally amalgamated product with respect to

C := 〈(ĝp
l

, h−1)〉 E Ĝ. By (4.4), the group Ĝ/C is a trivial extension of H of

degree pl, where ĝp
l

= h ∈ Ĝ/C and κbg = idH .

Since exp(H) = pe | pe+l = |ĝ| and ĝ ∈ Z(Ĝ/C), we infer that exp(Ĝ/C) =
|ĝ| = pe+l. Moreover, for all y ∈ H and i ∈ {0, . . . , l − 1}, if k ∈ Z such that
pi | k, but pi+1 ∤ k, then we have |ĝky| = pe+l−i, while if pl | k then we get
|ĝky| | pe. Hence for i ∈ {1, . . . , l} we have

Ki(Ĝ/C) := {y ∈ Ĝ/C; |y| | pe+l−i} = 〈ĝp
i

, H〉 E Ĝ/C,

in particular we get Kl(Ĝ/C) = H . Letting K0(Ĝ/C) := Ĝ/C, this yields

Ki−1(Ĝ/C)/Ki(Ĝ/C) ∼= 〈ĝp
i−1

〉/〈ĝp
i

〉 ∼= Cp,

for all i ∈ {1, . . . , l}, implying that Ĝ/C is of GK type, where since H occurs in

the GK series of Ĝ/C, the latter is a GK extension of H . ♯
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(5.2) Corollary. Let (pe1 , . . . , per ), where r ∈ N0 and 0 < e1 ≤ · · · ≤ er = e,
be the abelian invariants of Z(H); we allow for r = 0, letting e0 := 0, to catch
the case H = Z(H) = {1}. Moreover, let G = 〈g,H〉 be a proper trivial GK
extension of H of degree pl, where l ∈ N, such that κg = idH .

Then Z(G) = 〈g〉Z(H) is a proper trivial GK extension of Z(H) of degree pl,

where Ki(Z(G)) = 〈gp
i

〉Z(H) for i ∈ {1, . . . , l}, and its abelian invariants are

(pe1 , . . . , per−1 , per+l).

Proof. We only have to show the assertion on abelian invariants: Writing
Z(H) =

∏r

i=1〈hi〉, where |hi| = pei , since per = pe = exp(Z(H)) we may

choose hr := gp
l

∈ Z(H), implying Z(G) =
(∏r−1

i=1 〈hi〉
)
× 〈g〉. ♯

(5.3) Theorem. Let R be a finite p-group not of GK type.

a) Then the following statements are equivalent:
i) The GK tree T (R) is infinite, or equivalently T (R) has a stem.
ii) The group R has a (proper) trivial GK extension.
iii) We have exp(R) = exp(Z(R)).

b) If T (R) is infinite, then for any GK extensionG of R the following statements
are equivalent:
i) The group G lies on a stem of T (R).
ii) The group G is a trivial extension of R.
iii) We have exp(G) = exp(Z(G)).

Proof. a) The equivalence of (ii) and (iii) has been shown in (5.1); note that
since R is not of GK type, properness is automatic. If exp(R) = exp(Z(R)),
then again by (5.1) R has trivial GK extensions of arbitrarily large degree, hence
T (R) is infinite, showing that (iii) implies (i).

Let finally T (R) be infinite, and let H be a GK extension of R of level k ∈ N
lying on a stem of T (R). Hence letting pf = expp(Aut(R)) be the p-exponent
of Aut(R), where f ∈ N0, there is a GK extension G of R of level l := k + f
such that Kf (G) = H . Thus we have

R = Kk(H) = Kl(G) < H = Kf (G) ≤ G.

Then for any g ∈ G \ K(G) we have gp
f

∈ Kf (G) \ Kf+1(G) = H \ K(H) and

(κg)
pf

= idR ∈ Aut(R), hence we infer that H is a trivial GK extension of R,
showing that (i) implies (ii).

b) The above argument shows that any GK extension G of R lying on a stem
of T (R) is a trivial extension, that is (i) implies (ii). Moreover, if G is a trivial
extension of R, then by (5.1) we have exp(G) = exp(Z(G)), showing that (ii)
implies (iii). Finally, if exp(G) = exp(Z(G)) then once again by (5.1) the group
G has trivial GK extensions of arbitrarily large p-power degree, implying that
G lies on a stem of T (R), showing hat (iii) implies (i). ♯
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(5.4) Action on centres. Let H be a finite p-group such that exp(Z(H)) =
exp(H) = pe for some e ∈ N0. We proceed to describe the isomorphism types
of trivial GK extensions of H . To this end, we need some preparations first:

For i ∈ N0 let Zp
i

(H) := (Z(H))p
i

E Z(H), where Z(H) being abelian implies

Zp
i

(H) = {zp
i

∈ Z(H); z ∈ Z(H)}.

Hence we have Z1(H) = Z(H) and Zp
i+1

(H) = (Zp
i

(H))p, for i ∈ N0, and for
i ∈ {0, . . . , e} we get a strictly descending chain of characteristic subgroups

{1} = Zp
e

(H) < Zp
e−1

(H) < · · · < Zp(H) < Z1(H) = Z(H).

Moreover, let
Z(H) := {z ∈ Z(H); |z| = pe},

where for e > 0, that is H 6= {1}, we have Z(H) ⊆ Z(H) \ Zp(H), while of
course Z({1}) = Zp({1}) = Z({1}). Hence the condition in (5.1) is equivalent
to saying Z(H) 6= ∅. Now there are various groups acting on Z(H):

i) Since for all z ∈ Z(H) and y ∈ Zp
i

(H), where i ≥ 1, we have |zy| = pe =

|z|, we conclude that Zp
i

(H) acts faithfully, even semi-regularly, on Z(H) by
translation

Z(H) → Z(H) : z 7→ zy, where y ∈ Zp
i

(H).

ii) Moreover, Z∗
pe acts faithfully, even semi-regularly, on Z(H) by exponentiation

Z(H) → Z(H) : z 7→ zk, where k ∈ Z∗
pe .

iii) Finally, Aut(H) acts on Z(H) ⊆ Z(H) by the natural action

Z(H) → Z(H) : z 7→ zα, where α ∈ Aut(H);

note that, since Inn(H) acts trivially on Z(H), this action factors through
Out(H), but even the action of Out(H) need not be faithful.

Thus, in combination, for i ≥ 1 the action of (α, k, y) ∈ Aut(H)×Z∗
pe ×Zp

i

(H)
on Z(H) is given as

Z(H) → Z(H) : z 7→ (zk)α · y = (zα)k · y,

and concatenation with (α′, k′, y′) ∈ Aut(H) × Z∗
pe × Zp

i

(H) yields

Z(H) → Z(H) : z 7→ (zkk
′

)αα
′

· (yk
′

)α
′

· y′ = (zkk
′

)αα
′

· (yα
′

)k
′

· y′.

Hence we have an action homomorphism

(Aut(H) × Z∗
pe) ⋉ Zp

i

(H) → SZ(H),

where again the action of Aut(H) on Zp
i

(H) is induced by the natural action

of Aut(H) on Zp
i

(H) ⊆ Z(H). We let Ai(H) ≤ SZ(H) be its image, that is
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the permutation group on Z(H) generated by this action. For completeness, let
A0(H) := SZ(H) just be the full symmetric group on Z(H).

Since for i ≥ e ≥ 1 we have Zp
i

(H) = {1}, we infer that Ai(H) is an epimorphic
image of Aut(H) × Z∗

pe , yielding a chain of normal subgroups

· · · = Ae+1(H) = Ae(H) ≤ Ae−1(H) ≤ · · · ≤ A1(H);

note that for e = 0, that is H = {1}, we get Ai(H) = {1} for all i ∈ N0 anyway.

Finally, in view of the subsequent result in conjunction with the comments on the
rank of trivial extensions in (4.3), we note that for any Al(H)-orbit O ⊆ Z(H),
where l ∈ N, we indeed have either O ⊆ Φ(H) or O ∩ Φ(H) = ∅:

It is immediate that Z(H) ∩ Φ(H) is invariant under both the exponentiation
action of Z∗

pe , and the natural action of Aut(H), and since Zp(H) ≤ Hp ≤ Φ(H),
by Burnside’s Basis Theorem [6, Thm.III.3.15], the same holds with respect to

the translation action of Zp
l

(H). ♯

(5.5) Theorem. LetH be a finite p-group such that exp(Z(H)) = exp(H) = pe

for some e ∈ N0. Then the (isomorphism types of) proper trivial GK extensions
of H of degree pl, where l ∈ N, are in bijection with the Al(H)-orbits in Z(H).

More precisely, the bijection is given by mapping h ∈ Z(H) to Ĝ/C, where

Ĝ = 〈ĝ〉×H is the parent group such that |ĝ| = pe+l, and C := 〈(ĝp
l

, h−1)〉E Ĝ.

Proof. By the proof of (5.1), the proper trivial GK extensions of H are quo-

tients of the parent group Ĝ as specified above. Hence let Ĝ/C and Ĝ/C′ be
trivial GK extensions of H with respect to h ∈ Z(H) and h′ ∈ Z(H), respec-
tively, that is we have

C := 〈(ĝp
l

, h−1)〉 E Ĝ and C′ := 〈(ĝp
l

, (h′)−1)〉 E Ĝ,

and let ψ : Ĝ/C → Ĝ/C′ be an isomorphism. We have to show that h and h′

are in the same Al(H)-orbit:

From HC/C = {x ∈ Ĝ/C; |x| | pe} and HC′/C′ = {x ∈ Ĝ/C′; |x| | pe} we
conclude that ψ restricts to an isomorphismH ∼= HC/C → HC′/C′ ∼= H , which
by the usual identifications yields an automorphism α ∈ Aut(H). Moreover,

letting g := ĝC ∈ Ĝ/C and g′ := ĝC′ ∈ Ĝ/C′, we have gψ = (g′)k · z ∈ ĝC′,

for some k ∈ Z and z ∈ H . Since |(g′)k · z| = |g| = |ĝ| = pe+l and ĝ ∈ Z(Ĝ),

we conclude that k ∈ Z∗
pe+l and z ∈ Z(H). Moreover, from h = gp

l

∈ Ĝ/C and

h′ = (g′)p
l

∈ Ĝ/C′ we get

hα = (gp
l

)ψ = (g′)p
l·k · zp

l

= (h′)k · zp
l

,

or equivalently

h′ = (hα · z−p
l

)k
−1

= (hα)k
−1

· (z−k
−1

)p
l

∈ Z(H).
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Hence h ∈ Z(H) is mapped to h′ ∈ Z(H) by the action of (α, k
−1
, (z−k

−1

)p
l

) ∈

Aut(H) × Z∗
pe × Zp

l

(H), hence h and h′ indeed are in the same Al(H)-orbit;
note that the exponentiation action of Z∗

pe+l on Z(H) factors through the action

of Z∗
pe via the natural epimorphism : Z∗

pe+l → Z∗
pe .

Conversely, let h ∈ Z(H) and C := 〈(ĝp
l

, h−1)〉 E Ĝ, and for some (α, k, zp
l

) ∈

Aut(H)×Z∗
pe×Zp

l

(H), let h′ := (hα)k ·zp
l

∈ Z(H) and C′ := 〈(ĝp
l

, (h′)−1)〉EĜ.

We have to show that Ĝ/C and Ĝ/C′ are isomorphic:

To this end, by (4.5) let ψ̂ ∈ Aut0(Ĝ) be the automorphism of Ĝ described by

the triple (α, z−k
−1

, k−1) ∈ Aut(H) × Z(H) × Z∗
pe+l . Then in Ĝ we have

((ĝp
l

, h−1)
bψ)k = (ĝp

l·k−1

, z−p
l·k−1

· h−α)k = (ĝp
l

, z−p
l

· (hα)−k) = (ĝp
l

, (h′)−1),

showing that C
bψ = C′, and thus ψ̂ induces an isomorphism Ĝ/C → Ĝ/C′. ♯

(5.6) Stems of GK trees. In conclusion, we are now able to describe the
stems of infinite GK trees and their branching behaviour: Let R be a finite
p-group not of GK type, being the root of an infinite GK tree, that is we have
exp(Z(R)) = exp(R) = pe, for some e ∈ N0.

If H lies on a stem of T (R) and has level l ∈ N0, then the number of stems into
which this stem branches at H , that is the number of groups G lying on stems
of T (R) such that K(G) = H , coincides with the number of Al+1(R)-orbits into
which the Al(R)-orbit in Z(R) associated with H , in the sense of (5.5), splits;
note that since we have agreed on letting A0 = SZ(R), which is transitive on
Z(R), this in particular holds for the level l = 0.

Hence, since Al+1(R) = Al(R) as soon as l ≥ e, branching occurs at most at
levels l ∈ {0, . . . , e − 1}. In particular, for the trivial group R = {1}, that is
e = 0, we recover the result that T ({1}) has a single stem; see (3.5). Moreover,
in general, the total number of stems of T (R) coincides with the number of
Ae(R)-orbits in Z(R), thus is finite.

In view of the examples given in (6.3) and (7.3), it seems that stronger general
statements concerning the branching behaviour of stems of infinite GK trees
cannot be hoped for. Actually, we are better off for our favourite example of
abelian root groups:

(5.7) Example: Abelian groups. Let R be an abelian p-group not of GK
type. Then by (5.3) the associated GK tree T (R) is infinite. Moreover, the
groups lying on a stem of T (R) being precisely the trivial GK extensions of R,
we infer from (5.2) that a group G in T (R) lies on a stem if and only if G is
abelian. In that case, the abelian invariants of G are uniquely determined by
the GK level of G, implying that T (R) has a unique stem.

The latter statement can, alternatively, also be seen as follows: Since R is
abelian, any cyclic subgroup of R of maximal order has a complement in R, and
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any bijective exponentiation map is an automorphism of R. This implies that
Aut(R) acts transitively on the set Z(R) = {z ∈ R; |z| = exp(R)}. Thus we
conclude that Z(R) consists of a single Al(R)-orbit, for all l ∈ N0, hence the
uniqueness of the stem of T (R) also follows from (5.6).

6 Examples of even order

We conclude the paper with an extended collection of explicit examples. Al-
though we try to give specific theoretical descriptions, we point out that the ex-
amples typically have been found initially by searching the SmallGroups database
[1], which is available through the computer algebra system GAP [5], and con-
tains all the finite groups up to order 1023 (and many more).

Moreover, using the facilities to compute with p-groups available in GAP, it is
straightforward to check whether a given group is of GK type, in this case to
determine its GK series, as well as the associated subset Z of its centre, and
the orbits of the action of the permutation groups Al on it.

(6.1) The trees rooted at small 2-groups. The GK trees rooted in 2-groups
of order at most 16, and having more than one vertex, are given in Tables 1–3.
The stems of the trees are drawn vertically, while bushes branch off to the right.
Left to the trees we indicate the order of the groups in the various layers, thus
edges are directed downwards. Attached to each vertex we give the number of
the associated group in the SmallGroups database. Moreover, at the bottom of
the trees we indicate the rank of the groups in the various columns, in order to
illustrate the statements in (3.2) and (4.3). Finally, for the trees in Table 1 and
Table 2, which are rooted at abelian groups, we also indicate the isomorphism
types of the groups lying on the stem; recall that by (5.7) any tree with an
abelian root has a unique stem.

Usually, we cannot resist to draw the trees a bit further than is justified by
the existing data, in order to indicate their infiniteness and to point out the
expected periodic behaviour. In the tables, the trees are proven to be correct
for all layers carrying a group order, and the existence of stems can be derived
from (5.5). But since so far we do not have a theory describing the bushes, which
is left to the sequel [13] of the present paper, apart from that they are (mostly)
conjectural, with the exception of the trees T ({1}) and T (C2

p ) for arbitrary
prime p, given in Table 1 and Table 5, whose correctness is proved in (3.5) and
(7.1), respectively.

More precisely, for the non-abelian groups of order 8 we get the following: For
the dihedral group D8

∼= SmallGroups(8, 3) the set K(D8) = {x ∈ D8; |x| ≤ 2}
has precisely six elements, thus is not a subgroup; for the quaternion group
Q8

∼= SmallGroups(8, 4) we have K(Q8) = {x ∈ Q8; |x| ≤ 2} = Z(Q8), which is
a non-maximal subgroup. Hence both groups are not of GK type, and it turns
out that neither of them occurs as a root of a group of GK type.
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Table 1: Trees rooted at groups of order dividing 8.

1

1

1

1

1

1

1

1

1

C

2

256

128

64

32

16

8

4

1

C

C128

256

C

C

C

C

C2

4

8

16

32

64

{1}
.

256

128

32

16

8

4 2

2

5

159 160

1716

6

537 538

50 5164

C2 C128

C

C

C

2

2

2

2C

C

C

C

C

C C2

32

64

16

8

4

C2
2

D

D

D

D

D*

*

*

*

*

64

32

16

128

256

r=2 r=2

.

256

128

32

16

8

64

C2 C

C

C

C

2

2

2

2C

C

C

C

C

C2
3

2

2

2

2

2

4

8

16

32

64

5

36 37 5

29 30

988 989

10

183 184

131 132

6723 6724 500 501

3

r=3 r=3 r=2 r=2

From the 14 (isomorphism types of) groups of order 16 there are five of GK
type, and thus occur in Table 1; another five are not of GK type but are roots
of groups of GK type, and their trees are given in Table 2 and Table 3, for the
abelian and non-abelian cases, respectively; and the remaining four are neither
of GK type nor roots of groups of GK type. We now have a closer look at the
groups rooting the trees in Table 3:

(6.2) The trees rooted at non-abelian groups of order 16. a) We have

R := SmallGroups(16, 13) = (〈z〉 × 〈y〉) : 〈x〉 ∼= (C4 × C2) : C2,

where Z(R) = 〈z〉 and R(1) = Φ(R) = 〈z2〉, such that [y, x] = z2. Hence we
have exp(R) = exp(Z(R)) = 4 and r(R) = 3, where K(R) = {w ∈ R; |w| ≤ 2}
has precisely eight elements, but is not a subgroup, thus R is not of GK type.

Moreover, Z(R) = {z, z3} has precisely two elements, which are powers of each
other, thus T (R) has a unique stem. Hence by (5.5) the unique trivial GK
extension Gl of R of level l ∈ N, thus having order |Gl| = 2l+4, is given as

Gl = (〈g〉 × 〈y〉) : 〈x〉 ∼= (C2l+2 × C2) : C2, where Z(Gl) = 〈g〉 and g2l

= z;

moreover, since Z(R) ∩ Φ(R) = ∅ we from (4.3) get r(Gl) = r(R) = 3.
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Table 2: Trees rooted at abelian groups of order 16.

256

128

32

16

64

C2 C

C

C

C

2

2

2

2C

C

C

C

4

3

3

3

3

4

8

16

32

14

45

246 247 87 88

2136 2137 843 844 846 46 52

26959 26960 6540 6541 6543 322 324

22

4

r=4 r=4 r=3 r=3 r=3 r=2 r=2

256

128

32

16

64

C C

C

C

C

C

C

4

4

4

4

C C4 8

16

32

64

2

3 4 12

26 27 44 45 28

128 129 153 154 130

497 498 531 532 499

2

r=2 r=2 r=2 r=2 r=2

Note that both the abelian group C2l+2 × C2
∼= 〈g〉 × 〈y〉 EGl and the twisted

dihedral group D∗
2l+3

∼= 〈gy〉 : 〈x〉EGl are maximal subgroups again of GK type,
see (3.3) and (7.1), respectively, even for l = 1, while by construction we have
K(Gl) = Gl−1 = (〈g2〉 × 〈y〉) : 〈x〉 EGl, where we let G0 := R.

b) We have

R′ := SmallGroups(16, 11) = (〈z′〉 : 〈x′〉) × 〈y′〉 ∼= D8 × C2,

where |z′| = 4 and |x′| = |y′| = 2, such that [z′, x′] = (z′)2. Hence we have
Z(R′) = 〈(z′)2〉 × 〈y′〉 and (R′)(1) = 〈(z′)2〉. Moreover, we have

R′′ := SmallGroups(16, 12) =
(
〈z′′〉 ×〈((z′′)2,(x′′)2)〉 〈x

′′〉
)
× 〈y′′〉 ∼= Q8 × C2,

where |z′′| = |x′′| = 4 and |y′′| = 2, such that [z′′, x′′] = (z′′)2. Hence we have
Z(R′′) = 〈(z′′)2〉 × 〈y′′〉 and (R′′)(1) = 〈(z′′)2〉.

By the comments on the groups D8 and Q8 in (6.1) we infer that both R′

and R′′ are not of GK type either. Moreover, exp(R′) = exp(R′′) = 4 and
exp(Z(R′)) = exp(Z(R′′)) = 2 shows that the associated GK trees are finite.
Indeed, it turns out that both trees have precisely two vertices.

We remark that, since the groups D8 and Q8 are isoclinic, this also holds for the
pair R′ and R′′. We now show that R is isoclinic to R′ and R′′ as well, where we
only deal with the pair R and R′, the argument for R and R′′ being analogous:
We have R/Z(R) = 〈y, x〉 ∼= C2

2 , where : R → R/Z(R) denotes the natural
epimorphism, and R′/Z(R′) = 〈z′, x′〉 ∼= C2

2 , where again : R′ → R′/Z(R′)
denotes the natural epimorphism. Hence isoclinism is afforded by letting

R(1) → (R′)(1) : z2 7→ (z′)2 and R/Z(R) → R′/Z(R′) : y 7→ z′, x 7→ x′.

Hence these examples show that isoclinic root groups might lead to drastically
different GK trees. Recall that by (4.2) all the groups lying on the stems of
a fixed GK tree are mutually isoclinic, showing that going over to an isoclinic
group does not necessarily preserve the property of being a root group either.
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Table 3: Trees rooted at non-abelian groups of order 16.

256

128

32

16

64

13

38

185 31

990 133

6725 502

r=3 r=2

32

16

7

11

r=3 r=2

32

16 12

8

r=3 r=2

(6.3) Trees with multiple stems. The smallest 2-group being the root of an
infinite GK tree having more than one stem turns out to be

R := SmallGroups(64, 198) = 〈w〉 × ((〈z〉 × 〈y〉) : 〈x〉) ∼= C4 × ((C4 × C2) : C2),

where the right hand direct factor is isomorphic to SmallGroups(16, 13), see (6.2).

We point out that there is a similarity of this example to the one given in
(7.4) below, which is obtained by replacing the direct factors C4 and (C4 ×
C2) : C2 by Cp and the extraspecial group E+(p2+1) of order p3 and exponent
p, respectively; indeed this formal similarity is reflected in the structural analysis
of both examples, but there are subtle differences. We note that, just as Cp ×
E+(p2+1) can be generalised yielding the infinite series described in (7.3), the
present example R is merely the first of a whole series, but we will not delve
into these constructions here, and just restrict ourselves to R:

By the comments in (6.2) on SmallGroups(16, 13), which is not of GK type, we
have exp(R) = exp(Z(R)) = 4 and r(R) = 4, where Z(R) = 〈w〉×〈z〉 ∼= C4×C4

and Φ(R) = Z2(R) = 〈w2〉 × 〈z2〉. Hence we infer that R is not of GK type
either, thus is the root of its infinite tree T (R).

The set Z(R) = Z(R) \ Z2(R) has 12 elements. It turns out that |Aut(R)| =
3072 = 210 · 3, thus |Out(R)| = 768 = 28 · 3, where Aut(R) acts on Z(R) by a
permutation group of order 32, having two orbits:

O1 := {(w2i, zj) ∈ Z(R); i ∈ Z2, j ∈ Z∗
4}, with cardinality 4,

O2 := {(wi, zj) ∈ Z(R); i ∈ Z∗
4, j ∈ Z4}, with cardinality 8.

Moreover, both O1 and O2 are invariant under the exponentiation action of Z∗
4,

as well as under the translation action of Z2(R) = 〈w2〉 × 〈z2〉, hence coincide
with the Al(R)-orbits on Z(R), for all l ≥ 1.

Thus the tree T (R) has two stems, where branching of stems occurs at level
l = 0, that is both stems just emanate from the root R. Moreover, since both
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orbits we have O1 ∩ Φ(R) = ∅ = O2 ∩ Φ(R), by (4.3) we have r(G) = r(R) = 4
for all groups G lying on a stem of T (R).

The associated tree, as is found using GAP and the SmallGroups database, is
depicted in Table 4; here, we draw vertices as filled or open circles, depending
on whether the associated group has rank 4 or 3, respectively.

7 Generic examples

We now proceed towards generic GK trees, where the prime p is treated as
a parameter, and the root group is given as an abstract isomorphism type.
Typically, the case p = 2 needs special treatment or has to be excluded.

(7.1) The tree rooted at C2
p . We consider the elementary abelian group C2

p ,
where p is arbitrary, which is not of GK type. Then, by (5.7) and (5.2), the
unique stem of the tree T (C2

p ) is occupied on level l ∈ N by the abelian group
Cp × Cpl+1 and consists of the directed edges Cp × Cpl+1 → Cp × Cpl . To
determine the groups not on lying on the stem, that is, the non-abelian groups
in T (C2

p ), we proceed as follows:

By (3.2), any groupG of GK type in T (C2
p ) has cyclic deficiency δ(G) = δ(C2

p ) =

1, that is, if G has level l ∈ N, then it has order |G| = pl+2 and a cyclic maximal
subgroup of order exp(G) = pl+1. The non-abelian p-groups of cyclic deficiency
1 are well-known, see for example [6, Thm.I.14.9]:

a) If (p, l) 6= (2, 1), then let Gl be the group of order pl+2 given as

Gl := 〈y〉 : 〈g〉 ∼= Cpl+1 : Cp, where yg = y1+pl

.

Hence Gl has cyclic deficiency 1. We show that Gl is of GK type:

From (yp)g = yp(1+p
l) = yp we deduce that H := 〈g, yp〉 ∼= Cp×Cpl is a maximal

subgroup of Gl, having exponent exp(H) = pl. Moreover, for any giyj ∈ Gl,
where i ∈ Zp and j ∈ Zpl+1 , we have

(giyj)p = gipyjs = yjs, where s :=

p−1∑

k=0

(1 + pl)ik.

Thus for any prime p and l ≥ 2 we have

s ≡

p−1∑

k=0

1 = p (mod p2),

while for p odd and l = 1 we have

s ≡

p−1∑

k=0

(1 + ikp) = p+

(
p

2

)
· ip ≡ p (mod p2).
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Hence whenever giyj ∈ Gl \ H , that is j ∈ Z∗
pl+1 , we have (giyj)p = yjs ∈

〈yp〉 \ 〈yp
2

〉, implying that giyj has order pl+1. Thus we have K(Gl) = H . This
also shows that Gl belongs to the GK tree containing H ∼= Cp × Cpl , which is
T (C2

p ), and branches off its stem at level l − 1.

Now, if p is odd, then the group Gl, where l ≥ 1, is the only non-abelian group
(up to isomorphism) of order pl+2 of cyclic deficiency 1, implying that in this
case all non-abelian groups of cyclic deficiency 1 are of GK type.

Moreover, this completes the GK tree T (C2
p ), see Table 5: Next to its stem, it

has bushes branching off at level l−1 for all l ≥ 1, consisting of a single non-stem
vertex being connected to the stem by the directed edge Cpl+1 : Cp → Cp×Cpl ,
in particular T (C2

p ) is periodic from level l = 0 on. Finally, we point out that
all the non-abelian groups Gl, for l ≥ 1, also have rank r(G) = 2 = r(Cp×Cpl).

b) Hence it remains to consider the case p = 2: Recall that for l = 1 we
only have the dihedral group D8 and the quaternion group Q8, which have
already been dealt with in (6.1). Hence we may assume that l ≥ 2. Then there
are precisely four (isomorphism types of) non-abelian groups of order 2l+2 and
cyclic deficiency 1. They are given as

G(x,a) := 〈g, y | g2 = x, y2l+1

= 1, yg = ya〉,

where (x, a) ∈ G× Z runs through the following cases:

(x, a) G(x,a)

(1,−1) D2l+2 dihedral
(1,−1 + 2l) SD2l+2 semi-dihedral
(1, 1 + 2l) D∗

2l+2 twisted dihedral

(y2l

,−1) Q2l+2 generalised quaternion

Note that the group Gl above for the case p = 2 and l ≥ 2 yields the twisted
dihedral group D∗

2l+2 , which hence has already been shown to be of GK type,
being connected to the stem of T (C2

2 ) by the directed edge D∗
2l+2 → C2 × C2l .

We show that the remaining of the above groups are not of GK type: Let G(x,a)

be a dihedral, semi-dihedral or generalised quaternion group of order 2l+2, and
hence of exponent exp(G(x,a)) = 2l+1, and assume that G(x,a) = 〈g, y〉 is of GK
type. Then we have g4 = 1, and from

(gy)2 =





g2 = 1, if G(x,a)
∼= D2l+2 ,

y2l

, if G(x,a)
∼= SD2l+2 ,

g2 = y2l

, if G(x,a)
∼= Q2l+2

we infer that (gy)4 = 1 as well, hence since l ≥ 2 we get the contradiction

G(x,a) = 〈g, gy〉 ≤ K(G(x,a)) = {w ∈ G(x,a); |w| ≤ 2l}.

Thus for p = 2 the twisted dihedral group D∗
2l+2 is the only non-abelian group

of GK type (up to isomorphism) of order 2l+2 and cyclic deficiency 1.
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Table 5: Trees rooted at C2
p for p odd.

C C

C

C

C

C

C

C

C

C

C C

C
2
p

p

p p

p p

p p

p p

p p

p2

3

4

5

6

7

p

p

p

p

p

p

p

2

3

4

5

6

7

8

Cp2
:

pC

Cp
:

pC

C :
pC

Cp
:

pC

Cp
:

pC

Cp
:

pC

3

p4

5

6

7

r=2 r=2

Moreover, this completes the GK tree T (C2
2 ), see Table 1: Next to its stem, it

has bushes branching off at level l − 1 for all l ≥ 2, consisting of a single non-
stem vertex being connected to the stem by the directed edge D∗

2l+2 → C2×C2l ,
while it has only one vertex in level l = 1. In particular, T (C2

2 ) is periodic from
level l = 1 on, and for all levels l ≥ 2 coincides with the tree T (C2

p ), for p odd.
Finally, we point out that all the non-abelian groups D∗

2l+2 , for l ≥ 2, have rank
r(G) = 2 = r(C2

2 ) = r(C2 × C2l).

(7.2) The tree rooted at C3
p . Next we briefly consider the elementary abelian

group R := 〈x〉 × 〈y〉 × 〈z〉 ∼= C3
p , where again p is arbitrary, which is not of

GK type. Then, by (5.7) and (5.2), T (R) has a unique stem, being occupied
on level l ∈ N by the abelian group C2

p × Cpl+1 , and consisting of the directed
edges C2

p × Cpl+1 → C2
p × Cpl .

At this stage, not having a theory describing the bushes in our hands, we do
not have to say much about the groups in T (R) not on lying on the stem; recall
that we have indicated how T (C3

2 ) looks like in Table 1. Here, we are content
with exhibiting a non-abelian group of level l = 1 in T (R), in order to provide
generic examples of groups of GK type which are not powerful:

Let G ∼= R.Cp be the non-split non-trivial extension of degree p of R given as

G := 〈x, y〉 : 〈g〉 ∼= C2
p : Cp2 , where [x, g] = y and [y, g] = 1,

and R is naturally embedded into G by letting z := gp. Note that we hence
have r(G) = 2 and Z(G) = 〈y, z〉 ∼= C2

p , in particular exp(Z(G)) = p. Moreover,
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for all i ∈ Zp2 and j, k ∈ Zp we get

(gixjyk)p = zixjpykp+s = ziys ∈ R, where s := ij ·
p(p− 1)

2
.

Hence from exp(R) = p we infer exp(G) = p2, and we have |gixjyk| = p2 if and
only if i ∈ Z∗

p2 , or equivalently gixjyk ∈ G \ R. Hence G is of GK type with

kernel K(G) = R.

For p = 2 we just recover SmallGroups(16, 3) in Table 1, where G4 = {1} implies
that G is not powerful. If p is odd, then we have Gp = 〈z〉 ∼= Cp and G(1) =
〈y〉 ∼= Cp, where Gp ∩G(1) = {1}, implying that G is not powerful either. ♯

(7.3) Trees with stem branching. We now present examples of infinite
GK trees exhibiting interesting branching behaviour of their stems. They are
‘doubly-generic’ in the sense that we will consider root groups of exponent pe,
where both the rational prime p and e ∈ N are treated as parameters.

To begin with, let p be odd, and let

E := (〈z〉 × 〈y〉) : 〈x〉 ∼= (Cpe × Cpe) : Cpe , where [y, x] = z and [z, x] = 1.

Hence we have r(E) = 2 and Z(E) = E(1) = 〈z〉 ∼= Cpe . Moreover, from yx = yz

we get (yj)(x
i) = yjzij , thus for all i, j, k ∈ Zp2 and a ∈ N0 we have

(xiyjzk)p
a

= xip
a

yjp
a

zkp
a+s(a), where s(a) := ij ·

pa(pa − 1)

2
.

Hence we get Ep
a

= (〈zp
a

〉 × 〈yp
a

〉) : 〈xp
a

〉; note that Ep
a

is abelian if and only
if a ≥ ⌈ e2⌉. Moreover, we have exp(E) = exp(Z(E)) = pe, and |xiyjzk| < pe

if and only if p | gcd(i, j, k), in other words if and only if xiyjzk ∈ Ep; in
particular E is not of GK type.

Now let
R := 〈w〉 × ((〈z〉 × 〈y〉) : 〈x〉) ∼= Cpe × E.

Hence we have r(R) = 3 and Z(R) = 〈w〉 × 〈z〉 ∼= C2
pe and R(1) = E(1) = 〈z〉 ∼=

Cpe . Moreover, for a ∈ N0 we have Rp
a

= 〈wp
a

〉 × Ep
a

and thus

Rp
a

R(1) = 〈wp
a

〉 × ((〈z〉 × 〈yp
a

〉) : 〈xp
a

〉);

in particular, by Burnside’s Basis Theorem [6, Thm.III.3.15], we have

Φ(R) = RpR(1) = 〈wp〉 × ((〈z〉 × 〈yp〉) : 〈xp〉).

Since E is not of GK type, neither is R, and since we still have exp(R) =
exp(Z(R)) = pe, we conclude that R is the root of its infinite tree T (R).

In order to describe the stems of T (R), we consider the action of Al(R) on
Z(R), for l ∈ {1, . . . , e}: We have |Z(R)| = p2e−p2(e−1) = p2e−2(p2−1), where

Z(R) = Z(R) \ Zp(R) = {wizj ∈ Z(R); i, j ∈ Zpe , p ∤ gcd(i, j)}.
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We first consider the exponentiation action of Z∗
pe : A set of representatives of

the Z∗
pe -orbits in Z(R) is found by picking a generator of each of the cyclic

subgroups of order pe in Z(R) = 〈w〉×〈z〉. Hence considering their images with
respect to the projection map onto the left hand direct factor 〈w〉 yields

{wzj ∈ Z(R); j ∈ Zpe}
.
∪

∐

a∈{1,...,e}

{wip
a

z ∈ Z(R); i ∈ Z∗
pe−a}.

Next, the groupR, being is a trivial cyclic extension of E, is a parent group in the
sense of (4.4). Hence we may consider the group Aut0(R) ∼= (Aut(H) × Z∗

pe) ⋉
Z(H) of automorphism of R leaving H invariant, see (4.5): Let ψ ∈ Aut0(R) be
the automorphism described by the triple (idH , 1, z) ∈ (Aut(H)×Z∗

pe) ⋉Z(H),
and for all k ∈ Z∗

pe let ϕk ∈ Aut0(R) be the automorphism described by the
triple (idH , k, 1) ∈ (Aut(H) × Z∗

pe) ⋉ Z(H).

Then we have (wzj)ψ = wzj+1, for all j ∈ Zpe , showing that the set {wzj ∈
Z(R); j ∈ Zpe} is contained completely in a single Aut0(R)-orbit. Similarly,

for a ∈ {1, . . . , e − 1} we have (wip
a

z)ϕk = wkip
a

z = wkip
a

z, for all i ∈ Z∗
pe−a ,

where : Zpe → Zpe−a denotes the natural epimorphism, showing that the set

{wip
a

z ∈ Z(R); i ∈ Z∗
pe−a} is contained completely in a single Aut0(R)-orbit as

well. Hence the set
{w}

.
∪ {wp

a

z; a ∈ {1, . . . , e}}

contains a set of representatives of the (Aut0(R) × Z∗
pe)-orbits in Z(R).

Now, for a ∈ N we have

Z(R) ∩Rp
a

R(1) = {wip
a

zj ∈ Z(R); i ∈ Zpe−a , j ∈ Z∗
pe}.

Thus we conclude that the above elements belong to pairwise distinct Aut(R)-
orbits. Hence we have determined the (Aut(R)×Z∗

pe)-orbits in Z(R), that is the
Ae(R)-orbits. There are e+1 of them, given as follows, where a ∈ {1, . . . , e−1}:

O0 :=Z(R) \RpR(1) = {wizj ∈ Z(R); i ∈ Z∗
pe , j ∈ Zpe},

Oa :=Z(R) ∩
(
Rp

a

R(1) \Rp
a+1

R(1)
)

= {wip
a

zj ∈ Z(R); i ∈ Z∗
pe−a , j ∈ Z∗

pe},

Oe := Z(R) ∩Rp
e

R(1) = {zj ∈ Z(R); j ∈ Z∗
pe};

their cardinalities are given as follows, where again a ∈ {1, . . . , e− 1}:

|O0| = p2e−1(p− 1), |Oa| = p2e−2−a(p− 1), |Oe| = pe−1(p− 1).

Now we consider all the groups Al(R), where l ∈ {1, . . . , e}, where we addi-

tionally have to take the translation action of Zp
l

(R) = 〈wp
l

〉 × 〈zp
l

〉 on Z(R)

into account: The orbit O0 ⊆ Z(R) is Zp
l

(R)-invariant, for all l ∈ {1, . . . , e}.
Moreover, for i ∈ {1, . . . , e} the union

Õi :=
∐

a∈{i,...,e}

Oa ⊆ Z(R)
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is Zp
l

(R)-invariant, for all l ∈ {1, . . . , e}. Hence, since z ∈ Oe and wp
a

z ∈ Oa,

for all a ∈ {1, . . . , e}, we conclude that the ((Aut(R)×Z∗
pe) ⋉Zp

l

(R))-orbits in
Z(R), that is the Al(R)-orbits, where l ∈ {1, . . . , e}, are given as

O0

.
∪ O1

.
∪ · · ·Ol−1

.
∪ Õl.

In conclusion, this shows that T (R) has e+ 1 stems, being parametrised by the
Ae(R)-orbits O0, . . . ,Oe ⊆ Z(R). More precisely, we have a two-fold branching

of stems at level l = 0, described by the splitting Z(R) = O0

.
∪ Õ1, and we have

further two-fold branching of stems at any level l ∈ {1, . . . , e− 1}, described by

the splitting Õl = Ol

.
∪ Õl+1.

Note that since O0 ∩ Φ(R) = ∅ and Oa ⊆ Φ(R), for all a ∈ {1, . . . , e}, we infer
from (4.3) that all the GK groups lying on the stem belonging to O0 have rank
r(R) = 3, while those lying on the stems belonging to Oa, where a ∈ {1, . . . , e},
have rank r(R) + 1 = 4.

It seems to be worth-while to consider the smallest examples of the above series
more closely. In particular, they provide the first generic examples of non-
abelian root groups, and have cyclic deficiency 2; recall that we have already
covered the case of cyclic deficiency 1 completely.

(7.4) The case e = 1. We keep the notation of (7.3), in particular let still p
be odd, and let e = 1.

a) Then we haveE = E+(p2+1), the extraspecial group of order p3 and exponent
p. As was already said, E is not of GK type, and thus is the root of its infinite
tree T (E). Moreover, since Φ(E) = Z(E) = 〈z〉 ∼= Cp is cyclic of prime order,
the set Z(E) ⊆ Z(E) consists of a single A1(E)-orbit, hence T (E) has a unique
stem. Since Z(R) ⊆ Φ(E), by (4.3) all GK groups G lying on stem of T (E)
have rank r(G) = r(R) + 1 = 3, and from (3.2) we get 2 ≤ r(G) ≤ 3 for all
groups G in T (R) which are not lying on the stem.

For example, for p = 3 we have E+(32+1) ∼= SmallGroups(27, 3), and the asso-
ciated tree, as is found using GAP and the SmallGroups database, is depicted
in Table 6; note that the root has rank r(E+(32+1)) = 2, which we indicate by
drawing the associated vertex as an open circle.

Actually, based on a few more experiments with GAP and the SmallGroups
database, we conjecture that the tree T (E+(p2+1)), for arbitrary odd p, co-
incides with T (E+(32+1)), at least for levels l ≥ 2, and that all groups G in
T (E+(p2+1)) not lying on the stem have rank r(G) = 2.

b) We finally briefly consider R = Cp × E. For example, for p = 3 we have

C3 × E+(32+1) ∼= SmallGroups(81, 12),

and the associated tree, as is found using GAP and the SmallGroups database, is
depicted in Table 7. Based on few more experiments with GAP and the Small-
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Table 6: Tree rooted at E+(32+1).

81

243

729

2187

3

3175843

50

14

19

63

318

64

20

8

393

27

r=3 r=2 r=2

Table 7: Tree rooted at C3 × E+(32+1).

81

729

2187

243

5398

274

35

9045

64

477

12

r=3 r=4r=3 r=2 r=2 r=4 r=3 r=3 r=3 r=3 r=3 r=3 r=2 r=2 r=2 r=2

Groups database, we conjecture that the trees T (Cp × E+(p2+1)), for arbitrary
odd p, are very similar to T (C3 × E+(32+1)), but might differ in details.
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